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Abstract

Mapping an algorithm to an architecture with faults is an
important problem in parallel processing. This paper deals
with wrapped butterfly architectures with edge faults. We
investigate the effect of automorphisms of a wrapped but-
terfly on its edges. Given a fault set, one can then choose
an appropriate automorphism to map the algorithm to use
only fault-free edges. By using an algebraic model of the
butterfly, we obtain simple expressions for all its automor-
phisms. Use of powerful algebraic techniques then quickly
yield the edge transformations due of these automorphisms.
This strategy of avoiding edge faults using automorphisms
is quite novel because previously automorphisms have been
employed only to avoid the node faults. We illustrate our
methods by mapping Hamilton cycle on the butterfly under
various edge fault scenarios.

1. Introduction

Over the last few decades, the semiconductor technology
has delivered increasingly faster and and yet smaller inte-
grated circuits. Unfortunately, this ability to create chips
of shrinking sizes and higher complexities has now hit the
technological barriers. It is therefore an accepted premise
that parallel processing will be the future of computing.

In a distributed memory parallel machine, a large num-
ber of processors work on the same problem concurrently.
These processors exchange information using interconnec-
tion networks. Unfortunately, the communication speeds
have not kept up with the computational speeds. As a re-
sult, the performance of a parallel machine is often dictated
by the underlying interconnection network. Because of this,
the parallel architecture can be modeled as a graph in which
the nodes represent the processors and edges, the commu-
nication paths between them. Hypercubes, butterflies and
meshes are some of the popular graphs on which many of
the existing parallel machines are based [1]. To run a com-
putation on a parallel machine, one partitions the task into a

set of sub-tasks and develops a task graph. One then maps
the task graph on the interconnection graph of the architec-
ture such that the communicating sub-tasks are mapped (as
far as possible) on processors that have a direct link between
them. However, since most parallel machines have a large
number of processors and interconnection links, the prob-
ability of some processors and/or links developing faults
cannot be ignored. Therefore there has been a substantial
research effort to develop strategies to map algorithms (or
rather, their task graphs, on the interconnection graphs that
have faulty nodes or edges.

This paper deals with thewrap-around butterfly network
denoted here byBn, wheren denotes the dimension of the
butterfly. Bn represents a good trade-off between the cost
and the performance of a parallel machine. It has a large
number of processors (n2n), fixed node degree (4), low di-
ameter (⌊3n/2⌋), symmetry, and ability to support a variety
of parallel algorithms [1–5]. Cube Connected Cycles is a
sub-graph ofBn[6]. Other extensions ofBn are also avail-
able [7,8].

LetZn denote the group of integers{0, 1, . . . , n−1} un-
der the operation of addition modulon andZn

2 , the group
of binary vectors of lengthn under the operation of modulo
2 addition. Then the wrapped butterfly graphBn, n ≥ 3, is
defined to haven2n nodes, each labeled with a pair(m,V )
wherem ∈ Zn andV ∈ Zn

2 . A node(m,V ) is connected to
four distinct nodes:(m+1, V ), (m+1, V ⊕2m), (m−1, V )
and(m− 1, V ⊕ 2m−1). Note that the third and the fourth
edges are inverses of the first and the second edges respec-
tively. Thus the edges of a wrapped butterfly are bidirec-
tional. The first indexm of the node(m,V ) is often called
its column and the second index,V , its row.

With the advances in the VLSI technology, it is now pos-
sible to build parallel machines with a large number of pro-
cessors. However, larger the machine, higher is the proba-
bility that one or more of its processors or links will develop
a fault. Thus, for the underlying networks of these large ma-
chines, mappings of algorithms on faulty graphs becomes
an important design issue.

Previous results about mappings on faulty butterflies in-
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clude one by Vadapalli and Srimani who have shown that in
Bn, there exists a cycle of length at leastn2n − 2 with one
faulty node andn2n − 4 with two faulty nodes [9]. Later,
Tsai et al., improved this to show that for oddn, cycle length
n2n − 2 is possible with two faulty nodes [10]. They also
proved that in the presence of one faulty node and one faulty
edge, there exists a cycle of lengthn2n − 2 whenn is even,
andn2n − 1, whenn is odd. Hwang and Chen have shown
that the maximal cycle of lengthn2n can be embedded in
a faulty butterfly even with two edge faults [11]. However,
these studies have used the binary representation of the but-
terfly resulting in rather complex mappings.

This paper proposes a new approach to mappings on
faulty butterflies using an algebraic model first given in [5].
We show that with this model, it is rather simple to obtain
all the automorphisms of the butterfly. Automorphisms can
be used to translate an algorithm mapping to one that avoids
node faults. For example, an algorithm mapping can avoid a
faulty nodeNfaulty by using a free nodeNfree (assuming
one exists) and an automorphismφ(·) of the interconnec-
tion graph such thatφ(Nfree) = Nfaulty. By remapping
tasks on each nodeN to nodeφ(N), one can run the al-
gorithm entirely on fault free nodes. Automorphisms have
also been used to obtain better VLSI layouts of butterfly
networks [12,13].

This paper obtains all the automorphisms of the butterfly
(Theorems 1, 2, 4). We explore the edge transformations in
butterfly networks due to automorphisms. In particular, we
show that automorphisms can change the type (to be defined
later) of edges. Exactly2n automorphisms ofBn affect all
the edges in a column similarly (Theorem 5). The remain-
ing 2n automorphisms change the type of exactly half the
edges in a column while the other edges retain their type
(Theorems 7, 8). Further, one can design automorphisms
to achieve the desired edge transformation. This allows one
to map algorithms onto butterfly machines with edge faults.
As examples, we show that a butterflyBn supports a Hamil-
ton cycle even when it has faulty edges in all but two of its
rows as long as the faults in a given set of rows are con-
strained to one type and those outside to one type as well
(Theorems 10, 11). Further, the requirement of two fault-
free rows can be lifted whenn is odd (Theorems 12, 13).
We also show thatBn with up to 2n faulty edges of the
same type in each column except one is still Hamiltonian
(Theorem 9). Our procedure allows one to map the Hamil-
ton cycle on to the faulty butterfly easily and directly. The
simplicity of the automorphism and the resultant edge map-
pings show promise of wide applicability of this technique
to a variety of applications.

2 An algebraic model of the butterfly

Binary representation has been widely used to model
many common interconnection networks including the but-
terfly. However, binary models are difficult to analyze and
complex to use. In this paper we will use an algebraic model
using direct product of finite fields and cyclic groups, first
given in [5]. The simplicity of the model and access to pow-
erful algebraic techniques allows us to explore the automor-
phisms of the butterfly with relative ease.

In the butterfly model of [5], nodes ofBn are labeled
with pairs (m,X), m ∈ Cn, X ∈ GF (2n), whereCn

is the cyclic group of integers 0 throughn − 1 under the
operation of addition modulon andGF (2n) is the finite
field of 2n elements. We will often refer tom as the col-
umn andX, the row, of node(m,X). Let α denote the
primitive element ofGF (2n) and〈βn−1, βn−2, . . . , β0〉, its
dual basis. The node connectivity of graphBn can then
be described through an algebraic relationship. In partic-
ular, a vertex(m,X) of Bn is connected to the vertices
(m + 1, αX), (m + 1, αX + βn−1), (m − 1, α−1X) and
(m − 1, α−1X + β0). For convenience, We refer to these
four edges asf , g, f−1 andg−1 respectively. It is easy to
verify that if edgef goes from nodeN1 to N2, then the
edge that goes fromN2 to N1 is f−1. The same observa-
tion is also true forg andg−1. The simplicity of this model
should be apparent from the fact that the two components
of the destination of(m,X) are independent. On the other
hand, in binary representation, the destination of(m,V ) is
(m + 1, V ⊕ 2m), where, as one can see, the second coor-
dinate is a function of bothm andV , the two coordinates
of the source. For the proof and examples of the algebraic
model, reader is referred to [5]. Tables 1 and 2 show the
relationships between the elements ofGF (23) andGF (24)
used in the definition ofB3 andB4. .

Table 1: Structure ofGF (23).

Primitive Polynomial:x3 + x + 1

Elements and their Relationships:

0 α3 = α + 1

1 α4 = α2 + α

α α5 = α2 + α + 1

α2 α6 = α2 + 1

Dual Base〈β2, β1, β0〉 = 〈α, α2, 1〉.

For the purpose of this paper, one need not worry about
the dual basis elements, except that they are constants satis-
fying the properties given in the following Lemma.

Lemma 1 Let 〈βn−1, βn−2, . . . , β0〉 denote the dual base
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Table 2: Structure ofGF (24).

Primitive Polynomial:x4 + x + 1

Elements and their Relationships:

0 α7 = α3 + α + 1

1 α8 = α2 + 1

α α9 = α3 + α

α2 α10 = α2 + α + 1

α3 α11 = α3 + α2 + α

α4 = α + 1 α12 = α3 + α2 + α + 1

α5 = α2 + α α13 = α3 + α2 + 1

α6 = α3 + α2 α14 = α3 + 1

Dual Base〈β3, β2, β1, β0〉 = 〈1, α, α2, α14〉.

of GF(2n). Then

βi =

{

αβ0 if i = n− 1
αβi+1 + pi+1βn−1 if i = 0, 1, . . . , n− 2,

whereα is the primitive element of the field andpi is the
coefficient ofxi in the primitive polynomial used to generate
the field.

Proof. Omitted for brevity.

3 Automorphisms of the butterfly network

Wagh and Guzide have previously shown that the alge-
braic model allows efficient mappings of cycles of all (pos-
sible) lengths and trees of largest sizes on the butterfly [5].
We extend their work by exploring the automorphisms of
butterfly in the same setting.

We show that there are two kinds of automorphisms of
Bn. There aren2n automorphisms which map nodes in col-
umnm to nodes in columnm + t for somet. We denote
these automorphisms byφ(·). There is also another inde-
pendent automorphism which maps nodes in columnm to
nodes in column−mmod n. We denote this automorphism
by ψ(·). A product ofψ(·) with the set ofφ(·) automor-
phisms provides all then2n+1 automorphisms ofBn. In a
previous paper we have discussed the set of automorphis-
masφ(·) [14]. This paper is focused mostly on automor-
phismψ(·), its effect on edges ofBn and its application
(along withφ(·)) to mappings on faulty butterflies.

We begin by defining the automorphismφ(·) in Theorem
1 whose proof is given in [14].

Theorem 1 Let constantsK0,K1, . . . ,Kn−1 ∈ GF (2n)
satisfy

Ki = αKi−1 or αKi−1 + βn−1,

where the indices ofK are computed modulon. Then the
functionφ(·) : Bn → Bn defined as

φ((m, X)) = (m+ t, X +Km) (1)

for any t ∈ Zn, is an automorphism ofBn, i.e., it maps
nodes ofBn to nodes and edges to edges.

Note that constantt merely translates edges in one col-
umn to a columnt away. Thist and constant elements
Ki ∈ GF (2n), 0 ≤ i < n fully define the automorphism
φ(·). We will henceforth refer tot as thecolumn offsetand
Kis as theautomorphism offsets,

One can see the simplicity of the automorphismφ(·) de-
fined in (1). Every node in the network is applied the same
column offset and every node in the same column is ap-
plied the same automorphism offset. Further, the offsets of
the two coordinates of a node label areindependent. This
makes use of such an automorphism especially attractive.

Theorem 1 allows one to design such an automorphism
under various conditions. For example, suppose one wants
an automorphism such that for a given pair of nodesN1 =
(a, U), N2 = (b, V ) ∈ Bn, the automorphism mapsN1 to
N2, i.e.,

φ(N1) = N2. (2)

(If we can do this for an arbitrary pair of nodes, it would
imply thatBn is a symmetric network.) Such a mapping
can be obtained by choosing a column offsett and auto-
morphism offsetsK0,K1, . . . ,Kn−1 ∈ GF (2n) satisfying
condition in Theorem 1 and then definingφ as in (1). Note
that the relations betweenKis provide certain flexibility in
the choice of the constants. We exploit this flexibility to
ensure that (2) is satisfied.

Let us rewrite the relations betweenKis as

Ki = αK(i−1) mod n + ciβn−1, 0 ≤ i ≤ n− 1, (3)

where eachci is either 0 or 1. One can use (3) repeatedly to
get

Ka = (1 + αn)−1(

n−1
∑

j=0

c(a−j) mod n α
j)βn−1. (4)

Further, ifφ((m, X)) = (m+ t, X +Km), then to satisfy
(2) requires that

t = (b− a)mod n and

Ka = U + V. (5)

By combining (4) and (5), one gets

(U + V )(αn + 1)β−1
n−1 =

n−1
∑

j=0

c(a−j) mod nα
j , (6)
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One can see that the left hand side of (6) is an element of
GF (2n) and can therefore be uniquely expressed in the nor-
mal basis〈αn−1, αn−2, . . . , 1〉. This gives the unique set of
values forcis. One can then use these values in (3) to ob-
tain the automorphism offsetsK(a+1) mod n, K(a+2) mod n,
. . .,K(a−1) mod n.

As is evident from this discussion, all the automorphism
offsets for anyφ(·) are related such that choosing any one
of them, say,K0, fixes all the others. On the other hand,
distinctK0 andt values give rise to distinct automorphisms.
Thus there are exactlyn2n automorphisms of butterflyBn

when the first index of all the nodes is translated by the same
amount.

We now specify automorphismψ(·) of Bn that reflects
the column index of each node.

Theorem 2 For everyX ∈ GF (2n), X =
∑n−1

i=0 xiβi, let
X ′ =

∑n−1
i=0 xiβn−1−i. Then the mapping

ψ(m,X) = (n−m,X ′)

is an automorphism ofBn.

Proof. It is simple to see thatψ(·) is one-to-one and onto.
We only need to prove that it preserves the edge connectiv-
ity of Bn. In particular, we demonstrate that since vertex
(m,X) is connected to the vertices(m+ 1, αX + cβn−1),
c ∈ {0, 1}, ψ(m,X) is also connected to verticesψ(m +

1, αX + cβn−1). Let X =
∑n−1

i=0 xiβi. Then using the
relationships between the consecutiveβis given in Lemma
1, one gets

αX + cβn−1 =
n−1
∑

i=1

(xiβi−1 + xipiβn−1) + (c+ x0)β0

=

n−2
∑

i=0

xi+1βi + (c+

n−1
∑

i=0

pixi)βn−1. (7)

Thus

ψ(m+ 1, αX + cβn−1) = (n−m− 1, Y ) (8)

where,

Y =
n−2
∑

i=0

xi+1βn−1−i + (c+
n−1
∑

i=0

pixi)β0

=

n−1
∑

i=1

xiβn−i + (c+

n−1
∑

i=0

pixi)β0) (9)

Now,

αY =

n−1
∑

i=1

xiαβn−i + (c+

n−1
∑

i=0

pixi)βn−1)

=
n−1
∑

i=1

(xiβn−1−i + xipn−iβn−1)

+ (c+

n−1
∑

i=0

pixi)βn−1)

=

n−1
∑

i=0

xiβn−1−i + c′βn−1, (10)

wherec′ ∈ {0, 1} denotes

c′ = c+

n−1
∑

i=0

(pi + pn−i)xi. (11)

Note that

ψ(m,X) = (n−m,

n−1
∑

i=0

xiβn−1−i)

= (n−m,αY + c′βn−1). (12)

From (8) and (12) it is obvious that vertexψ(m,X) is

connected to vertexψ(m+ 1, αX + cβn−1), c ∈ {0, 1}.

When the context is clear, we sometimes writeψ(X) in
place ofψ((m,X)). Theorem 3 lists Some basic properties
of ψ(·).

Theorem 3 1. ψ(·) is an order 2 automorphism.

2. ψ(X1 +X2) = ψ(X1) + ψ(X2).

3. ψ((m,X)) = (n−m,X) for exactly2⌈n/2⌉ values of
X ∈ GF (2n).

Proof. The first two properties ofψ(·) are obvious from its
definition. For anyX =

∑n−1
i=0 xiβi, ψ((m,X)) = (n −

m,X) if and only if xi = xn−1−i, 0 ≤ i < ⌊n/2⌋. From

this the third property follows.

We end this section with the following theorem enumer-
ating all the automorphisms ofBn.

Theorem 4 Bn has a total ofn2n+1 automorphisms.

Proof. Note that the product of two automorphisms is
also an automorphism. Thus in addition to then2n auto-
morphisms defined by Theorem 1, another set of automor-
phisms can be defined by multiplying each of theseφ(·)s
by the automorphismψ(·) in Theorem 2. Since the order of
automorphismψ(·) is 2, these are all the automorphisms of

Bn.
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4 Edge Transformations by automorphisms

This section investigates the effect of an automorphism
on the butterfly edges. We call edges(i− 1, X) → (i, αX)
and(i − 1, X) → (i, αX + βn−1) for all X ∈ GF (2n) as
the edges in theith column ofBn.

The automorphismφ(·) of Theorem 1 affects all the
edges in the same column similarly.

Theorem 5 Let the automorphism offsets be related as:

Ki = αK(i−1) mod n + ciβn−1, 0 ≤ i ≤ n− 1,

(a) If ci = 1, then the automorphismφ(·) maps allf edges
ofBn in columni to g edges and allg edges tof edges.
(b) If ci = 0, then the automorphismφ(·) maps allf edges
ofBn in columni to f edges and allg edges tog edges.

Proof. Consider anf edge between nodesN1 = (i− 1, X)
andN2 = (i, αX) of the sub-graph ofBn. Now,φ(N1) =
(i− 1, X +Ki−1) and,

φ(N2) = (i, αX +Ki)

= (i, αX + αKi−1 + ciβn−1)

= (i, α(X +Ki−1) + βn−1)

From this, one can clearly see that the edge betweenφ(N1)
andφ(N2) is ag edge. The translation of ag edge into anf

edge can be similarly proved.

Note that the automorphismφ((m, X)) = (m+ t, X+
Km) also advances the column numberm by quantityt. In
this case,cm = 1 has the effect of mapping thef edges of
the sub-graph between columnsm − 1 andm to g edges
and allg edges tof edges; but these transformed edges now
appear in columnm+ t. Similarly the edges inmth column
are mapped to edges of the same type in columnm + t if
cm = 0.

To describe the effect of the automorphismψ(·) on the
edges ofBn, we first define a setS as

S = {X ∈ GF (2n)|ψ(X) = αψ(αX)} (13)

Some of the basic properties ofS are listed in the following
theorem.

Theorem 6 Letpi denote the coefficient ofxi in the primi-
tive polynomial used to generateGF (2n). Then

1. X =
∑n−1

i=0 xiβi ∈ S if and only if
∑n−1

i=1 xi (pi +
pn−i) = 0.

2. For anyX /∈ S, αψ(αX) + ψ(X) = βn−1.

3. If pi = pn−i, thenβi ∈ S,

4. S is a subgroup ofGF (2n) under the operation of ad-
dition.

5. There are exactly2n−1 elements inS.

Proof. Omitted for brevity.

SetS plays an important role in edge transformations of
Bn underψ(·) as the following theorem shows.

Theorem 7 WhenX ∈ S, ψ mapsf edges from(m,X) to
f edges andg edges tog edges. On the other hand, when
X /∈ S, ψ mapsf edges from(m,X) to g edges andg
edges tof edges.

Proof. Consider an edge(m,X) → (m+ 1, αX + cβn−1).
If c = 0, this represents anf edge and ifc = 1, a g
edge. The automorphism maps the first node toN1 = (n−
m,ψ(X)) and the second toN2 = (n−m−1, α−1ψ(X)+
cβ0) if X ∈ S. Clearly there is anf edge fromN2 to N1

whenc = 0 and ag edge whenc = 1.
If X /∈ S, then from the second part of Theorem 6, one

can see that the second node maps toN
′

2 = (n − m −
1, α−1ψ(X)+α−1βn−1+cβ0) = (n−m−1, α−1ψ(X)+
(c+1)β0). Thus there is ag edge fromN

′

2 toN1 whenc = 0

and anf edge whenc = 1.

As a consequence of Theorem 6, we have the following
result.

Theorem 8 Automorphismψ(·) maps edges from exactly
half the rows of the butterfly to the edges of the same type.

Proof. Theorem 7 shows that edges starting from nodes in
the same row (i.e., nodes(m,X) having the sameX) be-
have similarly; all of them either map to edges of the same
type (whenX ∈ S) or map to edges of the other type (when
X /∈ S). The stated result is true because|S| = 2n−1 (The-

orem 6, Part 5).

5 Application of automorphisms to tolerate
edge faults

Previously automorphisms have only been used to toler-
ate node faults. However, Theorems 5 and 7 directly express
the effect of an automorphism on the butterfly edges. Con-
sequently, one can now use these automorphisms to tolerate
edge faults for many mappings on the butterfly.

The general procedure to obtain a fault free mapping on
a faulty butterfly is simple. If some edges used in the map-
ping are faulty but the edges to which theycanbe mapped
by someautomorphism are free, then applying that auto-
morphism to the mapping will allow it to use only fault-free
edges. Note that much of the power of this method is due
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to the fact that we haven2n+1 well-defined and simple au-
tomorphisms that map edges in a deterministic fashion. We
illustrate this procedure by constructing a Hamilton cycle
under various edge fault scenarios.

Theorem 9 If the edges in one of the columns ofBn are
fault free and the faults in each of the other columns are
limited to only one type of edges, thenBn is Hamiltonian.

Proof. As shown in [5], it is possible to construct a Hamilto-
nian cycle inBn by first constructing two cycles using only
f edges; one linking all nodes(m,X),X 6= 0, and another
linking all nodes(m, 0). These cycles are merged into a
Hamiltonian cycle by using a pair ofg edges in columnt:
(t − 1, 0) → (t, βn−1) and (t − 1, β0) and (t, 0). With
0 ≤ t < n, there aren such independent pairs ofg edges
that may be used to merge the cycles. We will use theg
edges in the column ofBn that has no faults. We now show
that one can design an automorphismφ : Bn → Bn which
will avoid all faults. To constructφ, we compute constants
ci, 0 ≤ i < n such that

ci =

{

1 if there is a fault inf edge in columni
0 otherwise

(14)

One can then getK0 by (6) as

K0(α
n + 1)β−1

n−1 =

n−1
∑

j=0

c(−j) mod nα
j .

The otherKi values can then be inferred from (3). Theorem
5 then shows that the Hamilton cycle will usef edges in
columns wheref edges are fault free andg edges wheref
edges have faults. Thus the transformed Hamiltonian cycle

will not have any faulty edges.

Theorem 9 is interesting because it implies that up to
2n−1 edges of the same type may be faulty in up ton − 1
columns and the faulty butterfly is still Hamiltonian. It is
easy to extend this idea to any other mapping also. A direct
result of Theorem 9 is the following result.

Corollary 1 A butterfly withn − 1 edge faults distributed
one per column is Hamiltonian.

Theorem 10 If the edges in rows0 andβ0 ofBn are fault-
free, the faults in other rowsX ∈ S are restricted tog edges
and those in rowsX /∈ S are restricted to only one type of
edges, thenBn is Hamiltonian.

Proof. We prove the theorem by constructing a Hamiltonian
cycle inBn using only fault-free edges.

We begin with a cycle containing all nodes(m,X) ∈
Bn, X 6= 0 linked by f edges and another containing all

nodes(m, 0) ∈ Bn, again using onlyf edges. (This is a
procedure similar to that in [5].) We then merge these two
cycles into a Hamiltonian cycle usingg edges in rows 0 and
β0: (t, 0) → (t + 1, βn−1) and (t, β0) → (t + 1, 0) for
somet. If the faults in rows other than 0 andβ0 are only
in g edges, then we already have the fault-free Hamiltonian
cycle. If the faults in rowsX /∈ S are in f edges, then
applying the automorphismψ to Bn would map them to
fault-freeg edges as stated in Theorem 7. Note thatψ maps
thef edges in rowsX ∈ S to fault-freef edges, thus giving

the required Hamiltonian cycle.

Application of this theorem is illustrated in Fig. 1 which
assumes that the butterflyB4 has a large number of faults in
the category specified by the Theorem 10. Note that inB4,
S = {0, α, α6, α7, α8, α10, α11, α14}.
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Fig. 1. ButterflyB4 with faulty edges marked with light
lines and fault-free edges with dark lines. The column num-
bers are at the top and the row index of each node is marked
next to the node.
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The fault-free Hamiltonian cycle is then obtained as:

(0, α14) → (1, 1) → (2, α4) → (3, α10) → (0, α11) →

(1, α12) → (2, α6) → (3, α7) → (0, α8) → (1, α9) →

(2, α5) → (3, α13) → (0, α3) → (1, α) → (2, α2) →

(3, α14) → (0, 0) → (1, 0) → (2, 0) → (3, 0) →

(0, 1) → (1, α4) → (2, α10) → (3, α11) → (0, α12) →

(1, α6) → (2, α7) → (3, α8) → (0, α9) → (1, α5) →

(2, α13) → (3, α3) → (0, α) → (1, α2) → (2, α14) →

(3, 1) → (0, α4) → (1, α10) → (2, α11) → (3, α12) →

(0, α6) → (1, α7) → (2, α8) → (3, α9) → (0, α5) →

(1, α13) → (2, α3) → (3, α) → (0, α2) → (1, α14) →

(2, 1) → (3, α4) → (0, α10) → (1, α11) → (2, α12) →

(3, α6) → (0, α7) → (1, α8) → (2, α9) → (3, α5) →

(0, α13) → (1, α3) → (2, α) → (3, α2) → (0, α14)

If the edge faults are located differently, then one can
use the automorphismψ(·) with a different Hamiltonian cy-
cle to obtain a fault-free mapping as the following theorem
shows.

Theorem 11 If the edges in rowsσ = (1 + α)−1βn−1 and
σ + β0 ofBn are fault-free, the faults in other rowsX ∈ S
are restricted tof edges and those in rowsX /∈ S, re-
stricted to only one type of edges, thenBn is Hamiltonian.

Proof. We use the original Hamiltonian cycle of Theorem
10. By applying aφ(·) which flips edges in every column
(Theorem 5), we get a Hamiltonian cycle which uses onlyg
edges in all rows other than rowsσ andσ + β0. The rest of

the proof runs parallel to the proof of Theorem 10.

Theorems 10 and 11 require that two rows ofBn be fault-
free. As shown in the next two theorems, this condition may
be dropped ifn is odd.

Theorem 12 Let n be odd. If the faults in rows 0 andβ0

ofBn are restricted to thef edges, those in the other rows
X ∈ S to theg edges, and in rowsX /∈ S to faults of only
one type, thenBn is Hamiltonian.

Proof. We first construct a Hamiltonian cycle as follows.
Start from any node of the butterfly and choose the next
node from a current node(m,X) ∈ Bn using:

next node=







(m+ 1, 0) if X = β0,
(m+ 1, βn−1) if X = 0 and
(m+ 1, αX) otherwise.

(15)

It is easy to prove that the cycle from (15) is a Hamilton
cycle. Further, nodes in rows 0 andβ0 in this cycle use only
fault-freeg edges. The rest of nodes usef edges. If they are
fault free, we already have the fault-free Hamiltonian cycle.
If faults in rowsX /∈ S are restricted to edges of typef ,
then applying automorphismψ(·) to this cycle will give the

fault-free Hamiltonian cycle.

Theorem 12 can be illustrated by mapping a Hamilto-
nian cycle in a faultyB3 shown in Fig. 2. Note that inB3,
S = {0, 1, α4, α5}. The Hamiltonian cycle obtained from
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Fig. 2. ButterflyB3 with faulty edges marked with light
lines and fault-free edges with dark lines. The column num-
bers are at the top and the row index of each node is marked
next to the node.

Theorem 12 is shown below.

(0, α2) → (1, 1) → (2, 0) → (0, α) → (1, α4) →

(2, α5) → (0, α6) → (1, α3) → (2, α2) → (0, 1) →

(1, 0) → (2, α) → (0, α4) → (1, α5) → (2, α6) →

(0, α3) → (1, α2) → (2, 1) → (0, 0) → (1, α) →

(2, α4) → (0, α5) → (1, α6) → (2, α3) → (0, α2)

A similar result can also be derived by applyingφ(·)
which flips all the edges of the cycle (15) to get the start-
ing Hamiltonian cycle used in Theorem 12. We state the
result below without proof.

Theorem 13 Letn be odd. If the faults in rowsσ andσ+β0

ofBn are restricted to theg edges, those in the other rows
X ∈ S to thef edges, and in rowsX /∈ S to faults of only
one type, thenBn is Hamiltonian.
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Note that the symmetry ofBn will allow further gener-
alization of Theorems 10 - 13.

We end this section by showing that one can also em-
ploy automorphismsφ(·) andψ(·) together to get even more
powerful results.

Theorem 14 If the edges in one of the columns ofBn are
fault free, and the faults in each of the other columns are
such that edges fromX ∈ S have one type of fault and
those fromX /∈ S have another type of fault. ThenBn is
Hamiltonian.

Proof. If the faulty edges from(m,X), are of typeg when
X ∈ S and of typef if X /∈ S, then applyingψ will map
all of these faulty edges to typeg in columnn−m. On the
other hand if the faulty edges from(m,X), are of typef
whenX ∈ S and of typeg if X /∈ S, then applyingψ will
map all of these faulty edges to typef in columnn − m.
Thus, after applyingψ, all the faulty edges in any column
will be limited to only one type and there will be no faulty
edges in one column. Theorem 9 can then be used to build

the required Hamiltonian cycle using fault free edges.

6 Conclusion

In the past, automorphisms have been used to map algo-
rithms on architectures with (generally one) node fault. This
paper shows that automorphisms can also be used to map al-
gorithms on architectures with edge faults. To achieve this,
we propose the use of an appropriate interconnection graph
automorphism to map the set of faulty edges to free edges.
Using an algebraic model, this paper has obtained all the
n2n+1 automorphisms of the wrapped butterflyBn of di-
mensionn. The resultant automorphisms are simple; they
map the two coordinates of a node label independently. This
simplicity allows one to determine the mapping of edges
due to any automorphism. Conversely, it is also possi-
ble to design an automorphism to achieve the desired edge
mapping. We have illustrated our technique by mapping a
Hamilton cycle on a butterfly under various edge fault sce-
narios. We believe that having a large set ofn2n+1 sim-
ple automorphisms, each with a specific determined edge
translation property makes this method applicable to a large
number of mappings on faulty butterflies.
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