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ABSTRACT

Approximate pattern matching is comparing an un-
known pattern with a database of stored patterns with
a specified error tolerance. This ability to compen-
sate for real world sensor errors makes approximate pat-
tern matching an ideal choice for a wide range of ap-
plications including fingerprint, picture and bar-code
identification, industrial automation, robotics and bio-
informatics. This paper shows that a target pattern may
be matched with a library of patterns within any speci-
fied error tolerance with a single deterministic threshold
function. This function for n bit patterns can be imple-
mented in nanotechnology using 2n + 1 unit area RTDs
and one RTD of 1.5 times unit area and is configurable
for any error tolerance and any given target pattern.

keywords: approximate pattern matching, thresh-
old circuits, RTD, nanotechnology, reconfiguration

1 INTRODUCTION

Pattern matching systems usually look for a match
between an unknown pattern and a database of stored
patterns. Approximate pattern matching systems go
one step beyond. They allow for patterns which differ
from target pattern in at most e positions, where e is a
preset error tolerance. Approximate pattern matching is
better suited to real world applications where some error
tolerance is highly desirable to compensate for inevitable
sensor errors. These problems arise in a wide range of
applications including identification of fingerprints, pic-
tures or bar-codes against target patterns, detection of
certain genes within DNA strands and consumer elec-
tronics such as home security devices, intelligent toys
and robots. Most such applications demand high speed,
reconfigurability to deal with a multitude of target pat-
terns, error tolerance and low complexity and cost.

The requirements specified above suggest use of ded-
icated hardware architectures for approximate pattern
matching. Such hardware architectures can be either se-
quential or combinatorial. Sequential systems are gen-
erally less complex, but fail to take advantage of many
detection technologies such as Charge Coupled Device
(CCD) arrays which inherently present data in parallel
form. In addition, most high speed dedicated circuits
for approximate pattern matching are married to a sin-

gle pattern. Thus they cannot be easily reconfigured
for another target pattern. Some of the hardware solu-
tions to approximate pattern matching are presented in
[1]–[5].

This paper investigates ultra-fast approximate pat-
tern matching systems which can tolerate a preset num-
ber of errors. We show that the problem can be solved
by single stage threshold circuits which may be easily
implemented by nanotechnology architectures based on
resonant tunneling diodes. The hardware complexity
of the resultant architectures to match n bit patterns
(within any error tolerance) is O(n). This nanotechnol-
ogy implementation implies high speed, low cost, low
power and small size. A significant amount of research
is already available in the technology of nanodevices.
This paper puts focus on a novel application of these
devices and bridges the gap between device physics and
practice.

This paper is organized as follows. In section 2 we
define and discuss threshold functions. We then show
that the approximate pattern matching system can be
viewed as a threshold function. Section 3 introduces
the resonant tunneling diodes (RTDs) and the concept
of a MOBILE architecture. We also implement the ap-
proximate pattern matching circuit using RTDs. Sec.
4 extends the architecture to allow for reconfigurability.
This new architecture can be configured to match any
target pattern against a library of patterns with any de-
sired error tolerance. The architecture to match n bit
patterns uses 2n+ 1 RTDs of unit area and one RTD of
1.5 times the unit area. Finally, Section 5 presents the
concluding remarks.

2 PATTERN MATCHING AND

THRESHOLD LOGIC

A function f(x1, x2, . . . , xn) is called a threshold func-
tion [6] if one can determine weights w1, w2, . . . , wn and
threshold T (all real numbers) such that

n∑

i=1

wixi ≥ T if and only if f(x1, x2, . . . , xn) = 1. (1)

The representation of the threshold function is shown in
Fig. 1. As an illustration, one can verify that f(a, b, c) =
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Figure 1: Representation of the threshold function f .

a+bc is threshold with weights 2, −1 and 1 and a thresh-
old value of 0.5. Note that these weights and thresholds
are not unique.

Some basic gates such as AND, OR and NOT are
threshold functions. But Exclusive-OR gate or simple
functions such as ab + cd or ab + ac cannot be realized
as single threshold functions. In general, larger Boolean
functions are rarely threshold. Further, it is very hard to
determine if a function is threshold or not. The machin-
ery of k-monotonicity often used to establish threshold
nature, is quite elaborate for most engineering settings
[6]. However, we now show in the following theorem
(proof omitted for brevity) that the Boolean function
corresponding to the approximate pattern matching is
indeed a threshold function.

Theorem 1. The logic function to identify a binary
pattern with k ones is a threshold function with unit
magnitude weights and threshold (k − e− 0.5), where e

is the specified error tolerance.

Note that the 0.5 term in the threshold expression
in Theorem 1 makes the threshold comparison more ro-
bust. By including this term in the expression, we en-
sure that the threshold is exactly in the middle of the
maximum weighted sum of inputs when the output is 0
and the minimum weighed sum when the output is 1.

To illustrate the theorem, consider an 8 input thresh-
old function f(x1, x2, . . . , x8) that detects the pattern
10011011 in the presence of up to 2 errors. The thresh-
old function for this uses weights 1 for all inputs that cor-
respond to ones in the target pattern and weights −1 for
those corresponding to zeros. Further, the threshold, as
specified in the theorem, works out to be 5−2−0.5 = 2.5.
The resultant function is shown in fig. 2

3 NANOTECHNOLOGY

IMPLEMENTATION

Integrated circuit designers are constantly thriving
to reduce the size of the transistors so as to reduce the
size and power, and increase the speed and yield. How-
ever, there exists a fundamental size limit beyond which
one cannot shrink the transistor. If one goes from the
µm scale to nanometer scale, current sub µm Si-CMOS
transistors cease to operate. In particular, at base region
widths comparable to the electron wavelengths, the po-

tential barrier at base leaks severely, allowing electrons
to tunnel from the emitter to the collector. At these
sizes, conventional transistors lose their switching abil-
ity. On the other hand, this same tunneling effect can
be exploited in nanotechnology devices such as resonant
tunneling diodes (RTDs) and resonant tunneling tran-
sistors (RTTs).

RTDs and RTTs use tunneling of electrons at dis-
crete energy levels in a double barrier quantum well
structure. The tunneling phenomena creates the effect
of negative resistance giving the current-voltage (I −V )
characteristics shown in Fig. 3. RTDs and RTTs are
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Figure 3: I − V characteristics of a RTD.

attractive, because they are the most mature of all the
nanoelectronic devices [7] and have already been demon-
strated and studied by many researchers.

Implementation of threshold logic using RTDs uses
the monostable-bistable transition logic element (MO-
BILE) [8] shown in Fig. 4. Behavior of the MOBILE is

V SWP

V out
A

B

Figure 4: Schematic representation of a MOBILE.

dependent upon the peak currents IA and IB of the two
RTDs (which depend on the area of the RTD junctions)
and the voltage where the current peaks, Vp. As VSWP

is increased from 0 to more than 2Vp volts, Vout settles
to a low value (corresponding to a logic 0) if IA < IB

or a high value (corresponding to a logic 1) if IA > IB .
When the output settles to either of the two values, the
current flowing through the circuit is very small.
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Figure 2: A threshold circuit and its RTD/HFET implementation to detect pattern 10011011 in the presence of up
to 2 errors. Note that the area of the threshold RTD is 2.5 times that of all other RTDs.

By connecting multiple RTDs in parallel, one can
create an effective peak current which is equal to the
sum of individual peak currents. Each individual peak
current may be varied by using RTDs of varying ar-
eas. In addition, it may be switched in or out of the
sum by employing an heterostructure field effect tran-

sistor (HFET) switch in series1. Positively weighed in-
puts may be placed on top (in parallel with the RTD A)
and negatively weighed, at the bottom in parallel with
RTD B. Thus the MOBILE architecture allows one to
create a weighed sum of the inputs. The comparison of
two effective peak currents allows one to compare the
weighed sum with a preset threshold. Fig. 2 shows the
RTD/HFET implementation of the threshold function
used to detect pattern 10011011. Note that because
all the input weights are ±1 (Theorem 1), RTDs corre-
sponding to each input have the same area. This min-
imum area will be called the unit area. To reduce the
number of RTDs, the RTD implementing the threshold
and the RTD B may be replaced by a single RTD of
area 3.5.

The circuit in Fig. 2 was simulated and verified in
MATLAB and PSPICE using RTD models in [10].

4 CONFIGURABLE APPROXIMATE

PATTERN MATCHING

We now modify the architecture of Fig. 2 to the one
shown in Fig. 5 which will be suitable for any target
pattern and arbitrary error tolerance. In this new ar-
chitecture, we allocate two RTD/HFETs corresponding
to each bit of the pattern, one at the top and one at
the bottom in order to provide for the bit to be either 0
or 1. Since all weights are ±1, all the RTDs used here

1The monolithic integration of an HFET with an RTD is known
in literature as the three terminal hybrid RTT [9]

have unit area. Clearly, only one RTD/HFET of the
two allocated will be used for each input bit. We use
all the unused RTD/HFETs to set up the threshold to
any required value. Assume that the target pattern has
k ones. Then the k positive variables will be applied to
the top RTD/HFETs and the n − k negative variables
at the bottom. Thus n − k and k input terminals are
unused at the top and the bottom respectively. Now
recall from theorem 1 that for 0 ≤ e ≤ n, the threshold
is bound by −(n − k) − 0.5 ≤ T ≤ k − 0.5. As shown
in Fig. 2, positive thresholds are located at the bottom
and negative at the top. Thus the 0.5 portion of the
threshold T can be implemented through a RTD of that
area at the top as shown in Fig. 5. A negative threshold
value bounded in range −(n−k) ≤ T < 0 can be imple-
mented through the n−k unused RTDs at the top and a
positive threshold value in the range 0 < T ≤ k can be
similarly implemented through the k unused RTDs at
the bottom. Thus, even though the threshold can take
2n possible values from −n (when k = 0 and e = n)
to +n (when k = n and e = 0), our architecture allows
us to implement it through only n unused RTDs of unit
area.

We now describe configuration procedure of the ar-
chitecture in Fig. 5 for a specified target pattern with k

ones and error tolerance of e.

1. Apply positive variables at the top and negative at
the bottom.

2. If e ≤ k, apply 0 to e unused inputs at the bottom
and 1 to the rest. Apply 0 at all unused top inputs.

3. If e > k, apply 0 to all unused bottom inputs. Apply
1 to e − k unused inputs at the top and 0 to the rest.

Table 1 illustrates matching 10011011, an 8 bit pat-
tern with a large number of patterns x1x2x3x4x5x6x7x8

with an arbitrary error tolerance e.
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Figure 5: A configurable pattern matching circuit to match two 8-bit patterns with any error tolerance from 0 to 8.
Note that the threshold RTD has half the area as that of all other RTDs and may be combined with RTD A.

Table 1: Illustration of configurations of the circuit in Fig. 5.

pattern e a1 a2 a3 a4 a5 a6 a7 a8 b1 b2 b3 b4 b5 b6 b7 b8

10011011 0 x1 0 0 x4 x5 0 x7 x8 1 x2 x3 1 1 x6 1 1
10011011 1 x1 0 0 x4 x5 0 x7 x8 0 x2 x3 1 1 x6 1 1
10011011 3 x1 0 0 x4 x5 0 x7 x8 0 x2 x3 0 0 x6 1 1
10011011 6 x1 1 0 x4 x5 0 x7 x8 0 x2 x3 0 0 x6 0 0

5 CONCLUSION

This paper provides a new nanotechnology architec-
ture for approximate pattern matching. It uses a fixed
configuration of 2n + 1 RTDs of unit area and one RTD
with 1.5 times the unit area. It can be configured for
any n bit target pattern and for any error tolerance be-
tween 0 and n. Previous nanotechnology applications
have mostly relied upon translating Boolean solutions
to threshold gates. This paper demonstrates a new de-
sign philosophy of obtaining solutions directly in terms
of threshold logic that is well suited for the nanotech-
nology implementation.
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