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Abstract

We present a unified approach to goodness-of-fit testing in $\mathbb{R}^d$ and on lower-dimensional manifolds embedded in $\mathbb{R}^d$ based on sums of powers of weighted volumes of $k$th nearest neighbor spheres. We prove asymptotic normality of a class of test statistics under the null hypothesis and under fixed alternatives. Under such alternatives, scaled versions of the test statistics converge to the $\alpha$-entropy between probability distributions. A simulation study shows that the procedures are serious competitors to established goodness-of-fit tests. The tests are applied to two data sets of gamma-ray bursts in astronomy.
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1. Introduction and summary

Nearest neighbor methods have been successfully applied in a variety of fields, such as classification \cite{15}, density and regression function estimation \cite{6,11}, and multivariate two-sample testing \cite{18,33,39}. Moreover, nearest neighbor methods have also been employed in the context of testing the goodness-of-fit of given data with a distributional model; see \cite{7,17,21}.

This paper is devoted to a class of universally consistent goodness-of-fit tests based on nearest neighbors. These tests can be applied not only to test for uniformity on a compact domain in $\mathbb{R}^d$, but also to test for a specified density on a $m$-dimensional manifold embedded in $\mathbb{R}^d$, where $m \leq d$. The problem of testing uniformity on manifolds has been considered in \cite{16,23}. Here, prominent special cases are testing for uniformity on a circle or on a sphere. For an overview of existing methods and modern techniques; see Section 6 of each of the monographs \cite{29,31}. Regarding related literature to statistics on manifolds, see \cite{5,12}, as well as the references therein.

To be specific, let $\mathcal{M}$ denote a $C^1$ $m$-dimensional manifold embedded in $\mathbb{R}^d$, where $m \leq d$. $\mathcal{M}$ is endowed with the subset topology and is a closed subset of $\mathbb{R}^d$. Let $dx$ be the Riemannian volume element on $\mathcal{M}$. A probability density function on $\mathcal{M}$ is a measurable non-negative real-valued function $f$ on $\mathcal{M}$ satisfying $\int_{\mathcal{M}} f(x) dx = 1$. The support $\mathcal{K}(f)$ of $f$ is the smallest closed set $K \subset \mathcal{M}$ such that $\int_{K} f(x) dx = 1$.

Let $\mathcal{P}(\mathcal{M})$ denote the class of bounded probability density functions $f$ on $\mathcal{M}$ and write $\mathcal{P}_b(\mathcal{M}) \subset \mathcal{P}(\mathcal{M})$ for the subset of probability density functions $f$ such that $\mathcal{K}(f)$ is compact and either (i) $\mathcal{K}(f)$ has no boundary or (ii) $\mathcal{K}(f)$ is a $C^1$ submanifold-with-boundary of $\mathcal{M}$; we refer to Section 2 of \cite{36} for details. Notice that $\mathcal{K}(f)$ could be an $m$-sphere (or any ellipsoid) embedded in $\mathbb{R}^d$. Let $\mathcal{P}_b(\mathcal{M})$ denote those probability density functions $f \in \mathcal{P}_b(\mathcal{M})$ which are bounded away from zero on their support.
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In what follows we let $X_i, i \geq 1,$ be independent and identically distributed (iid) random variables with density $f,$ defined on a common probability space $(\Omega, \mathcal{F}, P)$, and we put $X_n = \{X_1, \ldots, X_n\}$. Given a locally finite subset $X$ of $\mathcal{M}$ and $x \in X,$ we write $x^{(k)}$ for the $k$th nearest neighbor (with respect to the Euclidean norm $|\cdot|$ of $x$ among $X \setminus \{x\}$). Let $v_m = \pi m^2 / \Gamma(m/2 + 1)$ be the volume of the unit $m$-sphere.

Given a fixed $\alpha \in (0, \infty)$ and a fixed positive integer $J,$ consider the volume score function induced by the $J$-nearest neighbor distances

$$\xi_{J}^{(a)}(x, X) = \sum_{k=1}^{J} |v_m|x - x^{(k)}|^m \alpha,$$  

(1)
i.e., sums of volumes (to power $\alpha$) of the $k$ nearest neighbor balls around $x, k \in \{1, \ldots, J\}$. When $x \notin X,$ we write $\xi_{J}^{(a)}(x, X)$ in place of $\xi_{J}^{(a)}(x, X \cup \{x\})$. When $X$ consists of $\Theta(n)$ elements in a compact subset of $\mathcal{M}$, where $an \leq \Theta(n) \leq bn$, $n \geq 1$, for some $0 < a < b < \infty$, we study the re-scaled volume scores

$$\tilde{\xi}_{J,n}^{(a)}(x, X) = \sum_{k=1}^{J} |v_m|n^{1/m}(x - x^{(k)})^m \alpha.$$ 

Recalling that $X_n = \{X_1, \ldots, X_n\}$, we consider the random measure

$$\mu_{J,n}^{(a)} = \sum_{X \in X_n} \xi_{J}^{(a)}(X, X_n) \delta_X,$$  

(2)

with $\delta_x$ denoting the Dirac point mass at $x$. If $h$ is an arbitrary measurable bounded function on $\mathcal{M}$, we write $\langle \mu_{J,n}^{(a)}, h \rangle$ for $\int_{\mathcal{M}} h(x) d\mu_{J,n}^{(a)}(x)$.

Given a fixed $f_0 \in \mathcal{P}(\mathcal{M}),$ this paper considers testing goodness-of-fit of the hypothesis

$$H_0 : \text{ the unknown density of } X_i \text{ is } f_0,$$  

(3)

against general alternatives, based on the statistic

$$T_{n,J}^{(a)} = \langle \mu_{J,n}^{(a)}, f_0^n \rangle = \sum_{X \in X_n} \xi_{J}^{(a)}(X, X_n)(f_0(X))^{\alpha}.$$  

(4)

Notice that for the special case $m = d$ and $J = 1$, this type of statistic has been studied in [7, 21], but without allowing for lower-dimensional manifolds, and without considering fixed alternatives to $H_0$.

In Section 2 we prove the asymptotic normality of $T_{n,J}^{(a)}$ as $n \to \infty$ both under $H_0$ and under fixed alternatives to $H_0$, and we show that $T_{n,J}^{(a)}/n$ has an almost sure limit under a fixed alternative to $H_0$. When $\alpha \in (0, 1)$, this limit is, apart from a multiplicative constant, the $\alpha$-entropy between $f$ and $f_0$. As a consequence, the statistic $T_{n,J}^{(a)}$ yields a universally goodness-of-fit test of $H_0$ for each $\alpha \in (0, \infty), \alpha \neq 1$, and each $J$. The versatility of this class of tests is demonstrated in Section 3 which presents the results of a simulation study comparing our tests with several well-known competitors. The paper concludes with some remarks and open problems.

2. Main results

The limit theory for the statistic [4] may be deduced from general theorems established in [36] and goes as follows.

**Theorem 1.** If $f \in \mathcal{P}_r(\mathcal{M}), \alpha \in (0, \infty),$ then as $n \to \infty$ we have

$$T_{n,J}^{(a)} / n \to \sum_{k=1}^{J} \frac{\Gamma(\alpha + k)}{\Gamma(k)} \int_{\mathcal{M}} f_0(x)^{\alpha} f(x)^{1-\alpha} \, dx$$  

(5)
in $L^2$ and also $\mathbb{P}$-a.s.
test the hypothesis of uniformity on \([0, \alpha] = 0\). As shown in Theorem 3.2 of [36], these integrals are finite. Let \(N\) have

As will be shown in the upcoming proof, the paper [36] upgrades (6) to give convergence of the measures at (2), it provides \(L^2\) and a.s. convergence, and also allows \(\mathcal{K}(f)\) to be replaced by a \(C^1\) \(m\)-dimensional submanifold of \(\mathbb{R}^d\).

(iii) If \(X_1, \ldots, X_n\) are independent random variables with continuous distribution function \(F\) in the unit interval \([0, 1]\). To test the hypothesis of uniformity on \([0, 1]\), [25] introduced the statistic \(\sum_{i=1}^{n} U_i^\alpha\), where \(U_i = F(X_i) - F(X_{i-1})\), and \(0 = X_0 \leq X_1 \leq \cdots \leq X_n = 1\) are the order statistics of \(X_1, \ldots, X_n\). If \(F\) has a continuous density \(f\), we have \(U_i = (Y_i - X_{i-1} - 1) / 2\). Since \((X_i - X_{i-1}) / 2\) is the volume of a ‘one-dimensional sphere’ centred at \(Y_i\), the statistic \(T_n \alpha\) may be considered a multivariate analogue (not generalization) of \(\sum_{i=1}^{n} U_i^\alpha\), since in the univariate case some of the spacings are nearest neighbor distances. From the asymptotic distribution of \(\sum_{i=1}^{n} U_i^\alpha\) (see, e.g., [41]), it follows that

\[
\frac{1}{n} \sum_{i=1}^{n} (nU_i)^\alpha \rightarrow \Gamma(a + 1) \int_0^1 f(x)^{1-a} dx
\]

in probability as \(n \rightarrow \infty\). This result obviously corresponds to (5) for \(J = 1\) and \(f_0\) being the uniform density over \(M\), where \(m = d\) and \(M\) has Lebesgue measure one.

(iv) If \(\alpha \in (0, 1)\), the integral

\[
r_\alpha(f_0, f) = \int_M f_0(x)^a f(x)^{1-a} dx
\]

figuring on the right-hand side of (5) is known as the \(\alpha\)-entropy between the (distributions associated with) \(f_0\) and \(f\), see [41]. Notice that \(1 - r_{1/2}(f_0, f) = H^2(f_0, f)\), where \(H(f_0, f)\) is the Hellinger distance between \(f_0\) and \(f\). By Hölder’s inequality, \(r_\alpha(f_0, f) \leq 1\), with equality if and only if the distributions pertaining to \(f_0\) and \(f\) coincide. If \(\alpha \in (1, \infty)\), put \(W = f_0(X_1) / f(X_1)\), and recall that \(X_1\) has density \(f\). Then \(r_\alpha(f_0, f) = E(W)\), and, by Jensen’s inequality, \(r_\alpha(f_0, f) \geq (E(W)^\alpha = 1\). As above, equality holds if the distributions associated with \(f_0\) and \(f\) are the same.

(v) It follows from (iii) and Theorem 1 that, for fixed \(\alpha \in (0, 1)\), a test of fit rejects the hypothesis \(\mathcal{H}_0\) figuring in (1) for small values of \(T_n \alpha\), is consistent against each fixed alternative density \(f\). If \(\alpha \in (1, \infty)\), rejection of \(\mathcal{H}_0\) is for large values of \(T_n \alpha\), and the resulting test is universally consistent.

Before stating variance asymptotics and a central limit theorem we introduce more notation from [36], especially (3.8) and (3.9) of that paper. Given \(u \in \mathbb{R}^m\), let \(\xi_t^u = \xi_t \cup \{u\}\) be the Poisson process \(\xi_t\) together with a point added at \(u\). We consider an integrated ‘covariance’ of scores

\[
V(\tau) = V^{\xi_t} (\tau) = E\xi_t^{\left(0, \xi_\tau\right)} + \tau \int_{\mathbb{R}^m} \left[ E\xi_t^{\left(0, \xi_\tau\right)} (u, \xi_\tau^0) - E\xi_t^{\left(0, \xi_\tau\right)} (0, \xi_\tau) \right] du
\]

and an integrated ‘add-one cost’

\[
\delta(\tau) = \delta^{\xi_t} (\tau) = E\xi_t^{\left(0, \xi_\tau\right)} + \tau \int_{\mathbb{R}^m} E\xi_t^{\left(0, \xi_\tau\right)} (0, \xi_\tau^0) - E\xi_t^{\left(0, \xi_\tau\right)} (0, \xi_\tau) du.
\]

As shown in Theorem 3.2 of [36], these integrals are finite. Let \(N(0, \sigma^2)\) denote a mean zero normal random variable with variance \(\sigma^2\).
Theorem 2. If \( f \in \mathcal{P}_t(\mathcal{M}) \) is a.e. continuous and \( \alpha \in (0, \infty) \), then
\[
\lim_{n \to \infty} n^{-1} \text{var}(T^{(0)}_{n,J}) = \sigma^2(f_0, f) = \int_{\mathcal{M}} f_0(x) 2^\alpha V(f(x)) f(x) \, dx - \left[ \int_{\mathcal{M}} \delta(f(x)) f_0(x)^\alpha f(x) \, dx \right]^2 \in (0, \infty).
\]
Moreover, as \( n \to \infty \), \( (T^{(0)}_{n,J} - E T^{(0)}_{n,J}) / \sqrt{n} \to N(0, \sigma^2(f_0, f)) \).

Remark. Theorem 2.1 of \([11]\) provides variance asymptotics and a central limit theorem for sums of functions of \( k \)-th nearest neighbor distances in the special case \( m = d \).

We next extend the asymptotic normality results to situations where the Euclidean distance on a manifold is replaced by the geodesic distance. We may do this in a general setting which goes as follows. Let \( (X, d, \mathcal{F}) \) be a measurable space equipped with a \( \sigma \)-finite measure \( Q \) and a measurable metric \( d : X \times X \to [0, \infty) \). Assume that \( Q \) has density \( f \) and that there is a \( \gamma \in (0, \infty) \) such that \( \inf_{x \in X} Q(B(x, r)) \geq c r^\gamma, r \in [0, \text{diam}X] \), where \( B(x, r) \) is the closed ball centered at \( x \in X \) and having radius \( r \).

Given a fixed \( \alpha \in (0, \infty) \) and a fixed positive integer \( J \), consider the volume score function induced by the \( J \)-nearest neighbor distances
\[
\tilde{\xi}^{(0)}_J(x, X) = \sum_{k=1}^J [d(x, x^{(k)})]^{\alpha}\]
as well as the random measures
\[
\tilde{\mu}^{(0)}_{n,J} = \sum_{x \in X} \delta_{x^{(k)}}(X, X) \delta_x.
\]
Put
\[
\tilde{T}^{(0)}_{n,J} = \left\{ \tilde{\mu}^{(0)}_{n,J}, f_0^{(0)} \right\} = \sum_{x \in X} \tilde{\xi}^{(0)}_J(x, X) [f_0(X)]^\alpha.
\]
The next theorem follows directly from Theorem 5.1 of \([28]\) as well as Remark (iii) in Section 2 of that paper. It shows that, at least in principle, one can also use intrinsic nearest neighbor distances for testing goodness-of-fit on lower-dimensional manifolds embedded in \( \mathbb{R}^d \). We assume that \( f \in \mathcal{P}(X) \), that is \( f \) is bounded away from zero and infinity.

Theorem 3. If \( f_0 \in \mathcal{P}(X) \), \( \alpha \in (0, \infty) \), and \( \text{var} T^{(0)}_{n,J} \geq Cn^{\alpha-2/\gamma} \), then as \( n \to \infty \), \( (T^{(0)}_{n,J} - E T^{(0)}_{n,J}) / \sqrt{\text{var} T^{(0)}_{n,J}} \to N(0, 1) \).

Remarks. (i) Showing the variance lower bound \( \text{var} T^{(0)}_{n,J} \geq Cn^{\alpha-2/\gamma} \) is a separate problem. Notice however that when \( X = \mathbb{R}^d \), then we may put \( \gamma = d \) and we may set the metric \( d \) to be the Euclidean metric. Then the variance lower bound holds (at least for the case \( J = 1 \)), as shown in Theorem 2.1 and Lemma 6.3 of \([34]\).

(ii) Theorem 5.1 of \([28]\) shows a rate of normal convergence in the Kolmogorov distance equal to \( Cn^{-1/2} \), \( C \) a generic constant.

Proof of Theorem 7. We deduce this from Theorem 3.1 of \([36]\), with \( \rho = \infty \), especially display (3.16) of \([36]\), with the \( f \) in (3.16) of \([36]\) set to \( f_0^\rho \) and with the \( k \) in (3.16) of \([36]\) set to \( k \). Observe that \( \tilde{\xi}^{(0)}_J \) belongs to the class \( \Sigma(k, r) \) of that paper, and notice that
\[
\sup_n E \left[ \tilde{\xi}^{(0)}(X_1, X_n) \right]^p < \infty
\]
holds for all \( p \in [1, \infty) \), i.e., the moment condition (3.4) of \([36]\) holds for all \( p \).

The limit (3.16) of \([36]\) tells us that as \( n \to \infty \) we have convergence in \( L^2 \)
\[
T^{(0)}_{n,J} / n \to \int_{\mathcal{M}} f_0(x)^\alpha E \tilde{\xi}^{(0)}_J(0, \tilde{\xi}(x)) f(x) \, dx,
\]
where \( \tilde{\xi}^{(0)}_J(0, \tilde{\xi}(x)) \) is defined at \([1]\). The last assertion in Theorem 3.1 of \([36]\) also gives a.s. convergence in \([7]\).
Given \( \tau \in (0, \infty) \) and \( \zeta_r \), we let \( X_{r, k}^{(r)} \) be the \( k \)-th nearest neighbor to the origin. We compute

\[
E \xi_j^{(a)}(\zeta_r) = \sum_{k=1}^{J} E(\xi_j | X_{r, k}^{(r)}) = \sum_{k=1}^{J} E(\xi_j | X_{r, k}^{(r)}) = \left( \frac{v_m}{\tau} \right)^{\alpha_j} v_m^{-1/m} E(\xi_j | X_{r, k}^{(r)})^{\alpha_j} = \left( \frac{v_m}{\tau} \right)^{\alpha_j} v_m^{-1/m} \left( \frac{\Gamma(k + \alpha)}{\Gamma(k)} \right) = \tau^{-\alpha_j} \sum_{k=1}^{J} \frac{\Gamma(k + \alpha)}{\Gamma(k)} ,
\]

where the penultimate equality follows by display (15) of [32] (with \( \alpha \) replaced by \( am \), \( d \) replaced by \( m \)). We have thus shown

\[
E \xi_j^{(a)}(\zeta_r) = \tau^{-\alpha_j} \sum_{k=1}^{J} \frac{\Gamma(k + \alpha)}{\Gamma(k)} .
\]

Letting \( \tau \) equal \( f(x) \) in (7) and applying (8) gives the claimed limit (5). \( \square \)

**Proof of Theorem 2** This is an immediate consequence of Theorem 3.2 of [36] as well as remark (iv) on p. 2174 of [36]. In that remark we may set the function \( f \) there to \( f_0^\alpha \), we set \( \rho \equiv \infty \), and we put \( \bar{\mu}_{n, k, \rho} \) equal to \( \bar{\mu}_{n, j}^{(a)} \). Keeping \( \rho \) set to infinity, it is straightforward to show that \( \bar{\mu}_{n, j}^{(a)} \) satisfies the moment conditions (3.5) and (3.6) of [36]. Since \( \bar{\mu}_{n, j}^{(a)} \) satisfies all the conditions of remark (iv) on p. 2174 of [36], Theorem 2 follows as desired. \( \square \)

3. Simulations

By means of a simulation study, this section compares the finite-sample power performance of the test based on \( T_{n, j}^{(a)} \) with that of several competitors. All simulations are performed using the statistical computing environment R, see [38]. We consider testing for uniformity on the unit square \([0,1]^2\), on the unit circle \( S^1 = \{ x \in \mathbb{R}^2 : |x| = 1 \} \), and on the unit sphere \( S^3 = \{ x \in \mathbb{R}^3 : |x| = 1 \} \). Since, strictly speaking, there is not only one new test, but a whole family of tests that depend on the choice of the power \( \alpha \) and the number \( J \) of neighbors taken into account, the impact on finite-sample power of \( \alpha \) and \( J \) will be of particular interest. In each scenario, we consider the sample sizes \( n = 50 \), \( n = 100 \) and \( n = 200 \), and the nominal level of significance is set to 0.05. Throughout, critical values for \( T_{n, j}^{(a)} \) under \( \mathcal{H}_0 \) have been simulated with 100,000 replications (see Tables 7–9 in [13]), and each entry in a table referring to the power of the test is based on 10,000 replications.

At least in principle, the result of Theorem 2 can be used to construct a region of rejection by means of the normal distribution, or to specify approximate \( p \)-values. To this end, we first have to compute \( E T_{n, j}^{(a)} \), which depends on the parameters as well as on the underlying manifold. As an example we consider the uniform density \( f_0 = f \) for the three mentioned cases. Straightforward calculations give

\[
E T_{n,j}^{(a)} = n^{1/\alpha} \sum_{k=1}^{J} \sum_{j=0}^{k-1} \binom{n-1}{j} (1-1/\alpha)^{n-1-j} dt = \frac{n^{\alpha}}{\alpha + 1} (n + 1)(J + 1 + \alpha) \frac{\mathcal{B}(n, J + \alpha)}{\mathcal{B}(n + \alpha, J)},
\]

where \( \mathcal{B}(\cdot, \cdot) \) denotes the Beta function. If \( \alpha \) is an integer this formula reduces to

\[
E T_{n,j}^{(a)} = \alpha \frac{n^{\alpha}}{\prod_{\ell=1}^{J} (n + \ell)} \sum_{k=1}^{J} \sum_{j=0}^{k-1} \prod_{i=0}^{j} (j + i).
\]

Since the limit variance \( \sigma^2(f_0, f_0) \) does not seem to be available in a closed form that would be amenable to computations, we decided to estimate \( \sigma^2(f_0, f_0) \) by means of simulations. Table 1 shows the resulting values for the torus as well as the sphere based on 100,000 replications. With these estimated values we are able to approximately standardize \( T_{n,j}^{(a)} \).

5
3.1. Unit square \([0, 1]^2\)

For testing the hypothesis \(H_0\) that the distribution of \(X_1\) is uniform over the unit square \([0, 1]^2\), we considered the following competitors to the new test statistic.

(i) The Distance to Boundary Test \(DB\) (see [4]), which is based on the distance of \(X_1, \ldots, X_n\) to the boundary \(\partial W\) of \(W = [0, 1]^2\). Writing \(D_R(y, \partial W) = \min\{|x - y| : x \in \partial W\}\) for the distance of \(y \in W\) to \(\partial W\) and \(R = \max\{D_R(x, \partial W) : x \in W\}\) for the largest of such distances (which equals 0.5 in our case), the test statistic computes, for each \(j \in \{1, \ldots, n\}\), \(Y_j = D_R(X_j, \partial W) / R\). Under \(H_0\) the random variables \(Y_1, \ldots, Y_n\) have a \(B(1, 2)\) distribution. The test employs the Kolmogorov–Smirnov type statistic

\[
DB_n = \sqrt{n} \sup_{y \in [0, 1]} |G_n(y) - G_0(y)|.
\]

Here, \(G_n\) is the empirical distribution function of \(Y_1, \ldots, Y_n\), and \(G_0\) is the distribution function of the \(B(1, 2)\) distribution. Rejection of \(H_0\) is for large values of \(DB_n\), and critical values can be taken from the Kolmogorov distribution. Note that this test is not consistent against some easily computable alternatives, e.g., the uniform distribution on the subset \([0.5, 1]^2\) of \(W\).

(ii) The Maximal Spacing Test \(MS\), see [2]. Writing \(B(x, r)\) for an open ball centered at \(x\) with radius \(r\), this test considers the maximum radius

\[
\Delta_n = \sup\{r > 0 : \text{there is some } x \text{ with } B(x, r) \subset [0, 1]^2 \setminus X_n\}
\]

of a ball that does not contain any of \(X_1, \ldots, X_n\) as an inner point. Rejection of \(H_0\) is for large values of the test statistic \(V_n = \pi \Delta_n^2\). The limit distribution of \(V_n\) under \(H_0\) follows from (2.5) of [22], which states that, as \(n \to \infty\),

\[
nV_n - \ln n - \ln \ln n \overset{\text{d}}{\to} G,
\]

where the random variable \(G\) follows a Gumbel distribution with distribution function \(\exp(- \exp(-x)), x \in \mathbb{R}\). Letting \(u_\alpha\) denote the \((1 - \alpha)\)-quantile of this distribution, the test rejects \(H_0\) at asymptotic level \(\alpha\) if

\[
V_n > n^{-1}(u_\alpha + \ln n + \ln \ln n).
\]

A conceptual proof of the consistency of this test against general alternatives is given in [19].

Since dealing with nearest neighbors in the square involves boundary effects (see, e.g., [10]), we initially employed both the Euclidean metric and the torus metric, i.e., the Euclidean metric on the 3d-torus, obtained as the quotient of the unit square by pasting opposite edges together via the identifications \((x, y) \sim (x + 1, y) \sim (x, y + 1)\). Because the power of the tests was in general somewhat higher for the torus metric than for the Euclidean metric, we decided to use the torus metric. It should be stressed that this choice conforms to the general set-up adopted in [35] so that Theorem [1] and Theorem [2] remain valid.

An empirical study of uniformity tests in several settings including the hypercube can be found in [37]. Guided by the simulation study in [3], we used a contamination and a clustering model as alternatives to the uniform distribution. The contamination model, denoted by \(CON\), for the distribution of \(X_1\) is the mixture

\[
(1 - \epsilon_1 - \epsilon_2)\mathcal{U}[0, 1]^2 + \epsilon_1N_2(c_1, \sigma_1^2) + \epsilon_2N_2(c_2, \sigma_2^2),
\]


{| \(\alpha, n\) | 0.5 | 2 |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.22</td>
<td>1.60</td>
</tr>
<tr>
<td>100</td>
<td>0.22</td>
<td>0.76</td>
</tr>
<tr>
<td>200</td>
<td>0.22</td>
<td>0.76</td>
</tr>
<tr>
<td>500</td>
<td>0.22</td>
<td>0.76</td>
</tr>
<tr>
<td>1000</td>
<td>0.22</td>
<td>0.76</td>
</tr>
<tr>
<td>1500</td>
<td>0.22</td>
<td>0.76</td>
</tr>
</tbody>
</table>
conditionally on $X_1 \in [0,1]^2$. Here, $e_1 = 0.135, e_2 = 0.24, \sigma_1 = 0.09, \sigma_2 = 0.12, c_1 = (0.25,0.25), c_2 = (0.7,0.7)$.

$U[0,1]^2$ is the uniform distribution over $[0,1]^2$, and $\mathcal{N}_2(c_j, \sigma_j^2)$ stands for the bivariate normal distribution with expectation vector $c_j$ and covariance matrix $\sigma_j^2 I_2$, where $I_2$ is the identity matrix of order 2. In other words, this model produces a uniform background noise and two radially symmetric point sources of data, centered at the points $c_1$ and $c_2$. The additional specification "conditionally on $X_1 \in [0,1]^2$" means that a realization was discarded whenever the generated point did not fall into the unit square.

The clustering alternative CLU (say) considers an alternative to $\mathcal{H}_0$ in the non iid case, using a two step-technique. In a first step, one simulates $n_1 = 10$ iid random points with the uniform distribution $U[0,1]^2$, which are then discarded but play the role of centers of clusters. In a second step, one generates, independently of each other, for each of those $n_1$ centers $n_2 = n/n_1$ points that are uniformly distributed in a disc of radius 0.05, the midpoint being the center. Similar to the CON alternative, each point was discarded if it fell outside $[0,1]^2$, and the point was simulated according to $U[0,1]^2$ to describe a small uniform noise effect. Figure 1 shows a realization of the CON (left) and the CLU (right) model.

Table 2 shows the percentages (out of 10,000 replications) of rejections of $\mathcal{H}_0$ of the distance to boundary test and the maximal spacing test, rounded to the nearest integer. Obviously, the latter test is sensitive to a cluster alternative, but much inferior to the distance to boundary test against the contamination alternative.

Table 3 exhibits the corresponding percentages of the test based on $T^{(\alpha)}_{n,J}$. An asterisk denotes power 100%. As was to be expected, rejection rates depend crucially on the power $\alpha$ and the number of neighbors $J$ taken into account. In each row, the maximum rejection rates have been highlighted using boldface ciphers. The beginning of a sequence of asterisks has also been emphasized, thus indicating the smallest value of $J$ for which the maximum power is attained. A comparison with Table 2 shows the choice $\alpha = 0.5$ yields a very strong test against cluster alternatives, even for $J = 1$. Likewise, taking $\alpha = 0.5$ and any $J \leq 25$, the test based on $T^{(\alpha)}_{n,J}$ outperforms both DB and MS.

Table 2: Empirical rejection rates of DB and MS, unit square

<table>
<thead>
<tr>
<th>Alt.</th>
<th>n</th>
<th>DB</th>
<th>MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CON</td>
<td>50</td>
<td>31</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>58</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>89</td>
<td>24</td>
</tr>
<tr>
<td>CLU</td>
<td>50</td>
<td>44</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>44</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>44</td>
<td>94</td>
</tr>
</tbody>
</table>
Table 3: Empirical rejection rates of the test based on $T_{n,J}^{(a)}$, unit square

<table>
<thead>
<tr>
<th>Alt.</th>
<th>$\alpha$</th>
<th>$n\backslash J$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>CON</td>
<td>0.5</td>
<td>50</td>
<td>14</td>
<td>22</td>
<td>29</td>
<td>36</td>
<td>43</td>
<td>48</td>
<td>53</td>
<td>56</td>
<td>59</td>
<td>61</td>
<td>66</td>
<td>65</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>19</td>
<td>27</td>
<td>36</td>
<td>45</td>
<td>53</td>
<td>60</td>
<td>66</td>
<td>71</td>
<td>76</td>
<td>90</td>
<td>93</td>
<td>94</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>25</td>
<td>38</td>
<td>50</td>
<td>60</td>
<td>68</td>
<td>75</td>
<td>81</td>
<td>86</td>
<td>89</td>
<td>91</td>
<td>98</td>
<td>99</td>
<td></td>
</tr>
<tr>
<td>CLU</td>
<td></td>
<td>50</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CON</td>
<td>2</td>
<td>50</td>
<td>11</td>
<td>11</td>
<td>9</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>21</td>
<td>27</td>
<td>29</td>
<td>26</td>
<td>23</td>
<td>19</td>
<td>14</td>
<td>10</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>33</td>
<td>50</td>
<td>59</td>
<td>65</td>
<td>68</td>
<td>70</td>
<td>70</td>
<td>66</td>
<td>66</td>
<td>64</td>
<td>44</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>CLU</td>
<td></td>
<td>50</td>
<td>39</td>
<td>40</td>
<td>36</td>
<td>29</td>
<td>22</td>
<td>16</td>
<td>12</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>10</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>54</td>
<td>52</td>
<td>43</td>
<td>33</td>
<td>24</td>
<td>17</td>
<td>12</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>10</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>64</td>
<td>59</td>
<td>46</td>
<td>32</td>
<td>22</td>
<td>14</td>
<td>9</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>CON</td>
<td>5</td>
<td>50</td>
<td>13</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>19</td>
<td>17</td>
<td>15</td>
<td>14</td>
<td>12</td>
<td>10</td>
<td>11</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>23</td>
<td>34</td>
<td>44</td>
<td>51</td>
<td>56</td>
<td>59</td>
<td>61</td>
<td>63</td>
<td>63</td>
<td>53</td>
<td>35</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>36</td>
<td>58</td>
<td>74</td>
<td>83</td>
<td>89</td>
<td>92</td>
<td>94</td>
<td>96</td>
<td>97</td>
<td>98</td>
<td>98</td>
<td>98</td>
<td></td>
</tr>
<tr>
<td>CLU</td>
<td></td>
<td>50</td>
<td>54</td>
<td>63</td>
<td>65</td>
<td>65</td>
<td>63</td>
<td>61</td>
<td>59</td>
<td>57</td>
<td>55</td>
<td>61</td>
<td>64</td>
<td>61</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>78</td>
<td>87</td>
<td>88</td>
<td>86</td>
<td>85</td>
<td>83</td>
<td>80</td>
<td>77</td>
<td>74</td>
<td>76</td>
<td>83</td>
<td>81</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>93</td>
<td>98</td>
<td>97</td>
<td>97</td>
<td>96</td>
<td>95</td>
<td>93</td>
<td>91</td>
<td>89</td>
<td>89</td>
<td>94</td>
<td>92</td>
<td>92</td>
</tr>
</tbody>
</table>

3.2. The circle $S^1$

A good overview of tests for uniformity on the circle is presented in the monograph \cite{20}. We considered the following classical procedures.

(i) The modified Rayleigh test, suggested in \cite{24} and denoted by $Ra$ in what follows, is based on the statistic

$$Ra_n = \left(1 - \frac{1}{2n} + \frac{T_n}{8n}\right)T_n.$$ 

Here, $T_n = 2n[\overline{X}]^2$, and $\overline{X} = n^{-1}\sum_{j=1}^{n} X_j$ is the sample mean vector. Under $\mathcal{H}_0$, the limit distribution of $Ra_n$ as $n \to \infty$ is the $\chi^2_3$ distribution.

(ii) Kuiper’s test (see \cite{26}), denoted by $Ku$, uses a transformation of $X_1, \ldots, X_n$ to normed radial data $U_1, \ldots, U_n$, as described in \cite{20}, p. 153. Writing $0 \leq U(j) \leq \cdots \leq U(n) \leq 1$ for the order statistics of $U_1, \ldots, U_n$, Kuiper’s test is a Kolmogorov–Smirnov type test using the statistic

$$Ku_n = \sqrt{n} \max_{1 \leq j \leq n} \left\{ \frac{U(j) - j - 1}{n} + \frac{j}{n} - U(j) \right\};$$

see \cite{20}, p. 153.

(iii) Using the same radial data transformation as in (ii), Watson’s test (see \cite{43}), denoted by $Wa$, employs the statistic (see \cite{20}, p. 156)

$$Wa_n = \sum_{j=1}^{n} \left( U(j) - \frac{2j - 1}{2n} - \frac{1}{n} \sum_{\ell=1}^{n} U(\ell) + \frac{1}{2} \right)^2 + \frac{1}{12n}.$$
The implementation and critical values of the Kuiper (ii) and the Watson (iii) test were taken from the \texttt{R}-package \texttt{Directional}, as provided by \cite{40}. As alternative distributions on the circle we considered the von Mises–Fisher (MF) and the Bimodal von Mises–Fisher (BMF) distributions, see \cite{20}, Section 2.3 and \cite{31}, Section 9.3. Note that a unit random vector has the \((d - 1)\)-dimensional von Mises–Fisher distribution if its probability density function with respect to the uniform distribution is given, for all \(|x| = 1\), by

\[ f_{\mu,\kappa}(x) = \frac{1}{\Gamma(d/2)} \frac{1}{I_{d/2-1}(\kappa)} \exp(\kappa \mu^\top x). \] (1)

Here, \(\kappa > 0\) is a concentration parameter, the unit vector \(\mu\) denotes the mean direction, \(I_r\) is the modified Bessel function of the first kind and order \(r\), and the prime stands for transpose. For the simulations in Tables 4 and 5 we chose \(\mu = (1,0)\top\) and \(\kappa = 0.5\). The Bimodal von Mises–Fisher distribution is a mixture of a von Mises–Fisher distribution with \(\mu = (1,0)\top\) and \(\mu = (-1,0)\top\) with the same concentration parameter \(\kappa = 1\).

A comparison of Table 4 and Table 5 shows that, among the values of \(\alpha\) taken into account, the choice \(\alpha = 5\) and \(J = 10\) for \(n = 50\), while \(J = 25\) for \(n \in \{100, 200\}\), yields the highest power of the new tests against the von Mises–Fisher distribution. This power is comparable with that of \(Ra, Ku\) and \(Wa\). Against the bimodal von Mises–Fisher distribution, the choice \(\alpha = 0.5\) and \(J = 20\) results in a test that outperforms \(Ku\) and \(Wa\) for \(n = 50\) and is at least as powerful as these tests if \(n = 100\) or \(n = 200\). Against this alternative, the Rayleigh test is not competitive.

3.3. Sphere \(S^2\)

We now treat the case of testing for uniformity on a sphere in \(\mathbb{R}^3\), for which many tests have been proposed. A good overview, also for the corresponding testing problems in higher dimensions, is given in \cite{14,31}. We considered the following procedures.

(i) The Rayleigh test (see \cite{24}), denoted by \(Ra\), rejects the hypothesis of uniformity for large values of

\[ Ra_n = \left(1 - \frac{1}{2n} + \frac{T_n}{16n}\right) T_n, \]

where \(T_n = 2n |\bar{X}_n|^2\). Under \(H_0\), the limit distribution of \(Ra_n\) as \(n \to \infty\) is \(\chi^2_3\).

(ii) The data-driven Sobolev test for uniformity applied to the sphere, here called the Jupp test and denoted by \(JT\) (see \cite{23}), computes

\[ B_n(k) = S_n(k) - k(k + 2) \ln n, \]

where

\[ S_n(k) = \frac{2k + 1}{n} \sum_{j,l=1}^n P_k(X'_jX'_l), \]

and \(P_k\) is the Legendre polynomial of order \(k\). The test statistic is then \(JT_n = S_n(\tilde{k})\), where

\[ \tilde{k} = \tilde{k}(n) = \inf \left\{ k \in \mathbb{N} : B_n(k) = \sup_{m \in \mathbb{N}} B_n(m) \right\}. \] (2)

As suggested in \cite{23}, p. 1250, a suitable approximation of the supremum in (2) can be done by considering \(\sup_{1 \leq m \leq 5} B_n(m)\) instead. Critical values may be obtained from the \(\chi^2_3\) distribution, since \(JT_n \sim \chi^2_3\) as \(n \to \infty\) under the hypothesis \(H_0\) of uniformity.

![Table 4](image)

<table>
<thead>
<tr>
<th>Alt.</th>
<th>(n)</th>
<th>(Ra)</th>
<th>(Ku)</th>
<th>(Wa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>50</td>
<td>58</td>
<td>53</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>88</td>
<td>84</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>*</td>
<td>99</td>
<td>*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Alt.</th>
<th>(n)</th>
<th>(Ra)</th>
<th>(Ku)</th>
<th>(Wa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMF</td>
<td>50</td>
<td>6</td>
<td>63</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>6</td>
<td>97</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>6</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>
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Table 5: Empirical rejection rates of the test based on $\gamma_{a, J}$, circle

<table>
<thead>
<tr>
<th>Alt.</th>
<th>$\alpha$</th>
<th>$n \backslash J$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>0.5</td>
<td>50</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>12</td>
<td>13</td>
<td>15</td>
<td>16</td>
<td>18</td>
<td>19</td>
<td>21</td>
<td>32</td>
<td>42</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>10</td>
<td>12</td>
<td>13</td>
<td>15</td>
<td>17</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>23</td>
<td>25</td>
<td>34</td>
<td>43</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>12</td>
<td>15</td>
<td>18</td>
<td>20</td>
<td>23</td>
<td>25</td>
<td>27</td>
<td>30</td>
<td>31</td>
<td>33</td>
<td>43</td>
<td>54</td>
<td>63</td>
</tr>
<tr>
<td>BMF</td>
<td></td>
<td>50</td>
<td>28</td>
<td>44</td>
<td>56</td>
<td>67</td>
<td>76</td>
<td>82</td>
<td>87</td>
<td>90</td>
<td>93</td>
<td>95</td>
<td>98</td>
<td>98</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>37</td>
<td>56</td>
<td>71</td>
<td>80</td>
<td>87</td>
<td>92</td>
<td>95</td>
<td>97</td>
<td>98</td>
<td>99</td>
<td>97</td>
<td>96</td>
<td>95</td>
</tr>
</tbody>
</table>

Table 6: Empirical rejection rates of $\tilde{\theta}$ and $J_T$, sphere.

As alternatives we considered the von Mises–Fisher distribution as in (1) with concentration parameter $\kappa = 0.5$ and mean direction to $\mu = (1, 0, 0)^T$. A second alternative is the Kent distribution, see [31], p. 176, with density given, for $|x| = 1$, by

$$f_{\mu, \kappa, \beta}(x) = \frac{1}{c(\beta, \kappa)} \exp(\kappa \mu^T x + \beta x^T (\tau_1 \tau_1^T - \tau_2 \tau_2^T) x).$$

Here, $c(\beta, \kappa)$ is a normalizing constant, and $\tau_1$, $\tau_2$ and $\mu$ are mutually orthogonal vectors. The references to the Kent distribution in Tables 6 and 7 use $\kappa = 0.25$, $\mu = (1, 0, 0)^T$ and $\beta = 2$.

The results of the simulation study are given in Tables 6 and 7. The presented procedure is outperformed by both procedures for the von Mises–Fisher distribution, although Table 7 indicates that for $J > 7$ and $\alpha = 0.5$ (or $\alpha = 5$) better performances are possible. On the other hand, the new procedure is competitive to the other tests and outperforms the modified Rayleigh test for the Kent distribution if $\alpha = 0.5$ and $J \geq 7$. Notice that the Rayleigh and Jupp test have (nearly) the same power against the von Mises–Fisher distribution.

4. Gamma-ray burst data analysis

Gamma-ray bursts (GRB) are the brightest and most violent known events in the universe. They originate from extremely energetic explosions in distant galaxies. In August 2017, a GRB and a gravitational-wave (GW) event, both originating from the same collision of two neutron stars, were for the first time detected simultaneously; see [8]. The gravitational-wave (GW) event GW 170817 was observed by the Advanced LIGO and Virgo detectors, and the GRB 170817A was observed independently by the Fermi Gamma-ray Burst Monitor, and the Anti-Coincidence Shield for the Spectrometer for the International Gamma-Ray Astrophysics Laboratory. The probability of the near-simultaneous temporal and spatial observation of GRB 170817A and GW 170817 occurring by chance is $5.0 \times 10^{-8}$; see [30]. We investigate two data sets of $n = 44$ and $n = 1163$ GRB events given in the galactic coordinate system, which is a
Table 7: Empirical rejection rates of the test based on $T_{n,J}^{(\alpha)}$, sphere

<table>
<thead>
<tr>
<th>Alt.</th>
<th>$\alpha$</th>
<th>$n$ (J)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF.</td>
<td>0.5</td>
<td>50</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>23</td>
<td>27</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>25</td>
<td>32</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>9</td>
<td>11</td>
<td>13</td>
<td>14</td>
<td>16</td>
<td>17</td>
<td>19</td>
<td>20</td>
<td>22</td>
<td>24</td>
<td>31</td>
<td>39</td>
<td>47</td>
</tr>
<tr>
<td>Kent</td>
<td></td>
<td>50</td>
<td>66</td>
<td>87</td>
<td>95</td>
<td>98</td>
<td>99</td>
<td>99</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>83</td>
<td>97</td>
<td>99</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>MF.</td>
<td>2</td>
<td>50</td>
<td>10</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>10</td>
<td>8</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>13</td>
<td>17</td>
<td>19</td>
<td>22</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>25</td>
<td>25</td>
<td>20</td>
<td>14</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>17</td>
<td>24</td>
<td>30</td>
<td>36</td>
<td>40</td>
<td>43</td>
<td>46</td>
<td>48</td>
<td>50</td>
<td>51</td>
<td>55</td>
<td>54</td>
<td>50</td>
</tr>
<tr>
<td>Kent</td>
<td></td>
<td>50</td>
<td>14</td>
<td>9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>41</td>
<td>42</td>
<td>36</td>
<td>27</td>
<td>18</td>
<td>10</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>77</td>
<td>87</td>
<td>88</td>
<td>86</td>
<td>83</td>
<td>78</td>
<td>71</td>
<td>62</td>
<td>51</td>
<td>41</td>
<td>4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>MF.</td>
<td>5</td>
<td>50</td>
<td>12</td>
<td>15</td>
<td>18</td>
<td>21</td>
<td>23</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>27</td>
<td>26</td>
<td>20</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>15</td>
<td>22</td>
<td>28</td>
<td>33</td>
<td>38</td>
<td>42</td>
<td>44</td>
<td>48</td>
<td>50</td>
<td>51</td>
<td>57</td>
<td>59</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>19</td>
<td>31</td>
<td>41</td>
<td>50</td>
<td>57</td>
<td>63</td>
<td>67</td>
<td>71</td>
<td>74</td>
<td>76</td>
<td>84</td>
<td>87</td>
<td>90</td>
</tr>
<tr>
<td>Kent</td>
<td></td>
<td>50</td>
<td>29</td>
<td>35</td>
<td>34</td>
<td>30</td>
<td>25</td>
<td>18</td>
<td>12</td>
<td>/</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>63</td>
<td>79</td>
<td>86</td>
<td>88</td>
<td>88</td>
<td>87</td>
<td>86</td>
<td>83</td>
<td>80</td>
<td>76</td>
<td>40</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>91</td>
<td>99</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>97</td>
<td>96</td>
</tr>
</tbody>
</table>

The question of interest is to test the null-hypothesis of intrinsic randomness, which is in astronomy typically considered to be distributed according to a uniform distribution; see [32].

As noticed in the beginning of Section 3, we need an estimated value of $\sigma^2(f_0, f_0)$ to apply the results of Theorem 2 in order to obtain critical values as well as approximate $p$-values. In the spirit of Monte Carlo Tests, we simulated $\sigma^2(f_0, f_0)$ under $H_0$ for the specific sample sizes with 10,000 replications for $\alpha \in \{0.5, 2, 5\}$ and $J \in \{1, \ldots, 5\}$, see Table 6. Table 8 shows the approximate $p$-values of the tests. Obviously the Rayleigh test $\tilde{R}_a$ does not reject the null hypothesis at any significance level, while most of the other tests do at a level of 0.05 (except $T_{n,1}^{(\alpha)}$ for $\alpha \in \{2, 5\}$ and $T_{n,5}^{(\alpha)}$ for the Fermi data set). An explanation for the rejection of the hypothesis might be the accuracy errors in the detection of the point events (which are also listed in the Swift data set).

5. Conclusions and open problems

We have introduced a new, flexible class of universally consistent goodness-of-fit tests based on sums of powers of volumes of weighted $k$th nearest neighbor balls. Under fixed alternatives, scaled versions of the test statistics converge...
Figure 2: Gamma-ray burst observations in the galactic coordinate system, Fermi (left, \(n = 44\)) and Swift (right, \(n = 1163\))

<table>
<thead>
<tr>
<th>(n)</th>
<th>(\alpha)</th>
<th>(T_{\alpha 1}^{(a)})</th>
<th>(T_{\alpha 2}^{(a)})</th>
<th>(T_{\alpha 3}^{(a)})</th>
<th>(T_{\alpha 4}^{(a)})</th>
<th>(T_{\alpha 5}^{(a)})</th>
<th>(\tilde{R})</th>
<th>(JT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>44</td>
<td>0.5</td>
<td>8.56e-03</td>
<td>3.00e-02</td>
<td>1.66e-02</td>
<td>3.71e-03</td>
<td>5.72e-04</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3.14e-01</td>
<td>1.30e-02</td>
<td>2.31e-03</td>
<td>8.67e-03</td>
<td>5.11e-02</td>
<td>0.75</td>
<td>4.40e-05</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.71e-01</td>
<td>4.01e-02</td>
<td>5.38e-04</td>
<td>5.95e-04</td>
<td>1.70e-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1163</td>
<td>0.5</td>
<td>3.19e-06</td>
<td>9.94e-07</td>
<td>3.38e-07</td>
<td>7.75e-09</td>
<td>2.64e-11</td>
<td></td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4.37e-02</td>
<td>7.24e-05</td>
<td>1.34e-10</td>
<td>9.27e-13</td>
<td>1.26e-13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5.10e-04</td>
<td>9.08e-08</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9: Approximate \(p\)-values for the data sets

to the \(\alpha\)-entropy between probability distributions. The approach is fairly general, since it covers both goodness-of-fit testing for distributions with a compact, ‘full-dimensional’ support in \(\mathbb{R}^d\), but also on lower-dimensional manifolds embedded in \(\mathbb{R}^d\). Our approach requires \(J\), the maximum number of neighbors taken into account, to remain fixed as \(n \rightarrow \infty\). It would be desirable to obtain limit theorems also for the case that \(J = J(n)\) tends to infinity with the sample size \(n\). Another problem is to generalize the theory to cover testing for a parametric family \(\{f(\cdot; \theta) : \theta \in \Theta\}\) of densities. This could be done by substituting \(f(\cdot; \hat{\theta}_n)\) for the weight \(f_0(X_i)\), where \(\hat{\theta}_n\) is a suitable estimator of \(\theta\), based on \(X_1, \ldots, X_n\). In view of the fluctuating performance in the simulation study, it is desirable to find an optimal (data dependent) choice of the parameters \(J\) and \(\alpha\), which remains an open problem.

A further challenge is the behavior of \(T_{\alpha j}^{(a)}\) with respect to contiguous alternatives. In this respect, Jammalamadaka and Zhou [21] considered the statistic

\[
T_n^* = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left[ h(n f_0(X_i) v d|X_i - X^{(i)}| d) - E_0 \left[ h(n f_0(X_i) v d|X_i - X^{(i)}| d) \right] \right],
\]

(1)

where \(E_0\) denotes expectation under \(\mathcal{H}_0\) and \(h : [0, \infty) \rightarrow \mathbb{R}\) is some measurable function. Suppose \(\{f > 0\} = \{x \in \mathbb{R}^d : f(x) > 0\}\) is open in \(\mathbb{R}^d\) and \(f\) is uniformly bounded and twice continuously differentiable on \(\{f > 0\}\). Jammalamadaka and Zhou [21] considered the limiting distribution of \(T_n^*\) under the sequence of alternatives

\[
\mathcal{H}_{1,n} : X_i \sim f_0(x) + n^{-1/4} \ell(x),
\]

where \(\int_{\mathbb{R}^d} \ell(x) \, dx = 0\). If \(\ell\) is supported in a compact subset of \(\{f > 0\}\) and is twice continuously differentiable on
\( f > 0 \), \( h \) is of bounded variation on \([0, \infty)\) and if \( d < 8 \), then Theorem 5.5 of [21] says that, under the sequence \( H_{1,n} \),
\[
T_{n}^{(0)} \sim N[\mu(h), \sigma^{2}(h)],
\]
where \( \mu(h) \) and \( \sigma^{2}(h) \) are given in Theorem 4 of [21]. Notice that the sum figuring in [1], apart from the centering, yields the statistic \( T_{n}^{(0)} \) if we put \( h(t) = t^{\alpha} \). This function, however, is not of bounded variation on \([0, \infty)\) which shows that the result above is not applicable. Nevertheless, one may conjecture that the statistic \( T_{n}^{(0)} \) has positive asymptotic power against alternatives that approach \( f_{0} \) at the rate \( n^{-1/4} \).
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