CSc 318  Final Examination   Saturday  16 December 2000   8 AM

>>>>>>>>>>>SUGGESTED ANSWERS<<<<<<<<<<<<<<<<<<<<<<<

1. Consider the set of DFA’s which can be constructed over some alphabet (.  Prove that equivalence of DFA’s is an equivalence relation on this set.

          I show that the relation is reflexive, symmetric, and transitive.

         First, a DFA is clearly equivalent to itself, because if M is the DFA, L(M)=L(M).

        Second, if M is equivalent to M’ then L(M)=L(M’)==>L(M’)=L(M)==> M’ is 

        equivalent to M.  Third, if M is equivalent to M’ and M’ equivalent to M” then

        L(M)=L(M’)=L(M”) ==> M is equivalent to M”.

2. All semester you have been asked to write out definitions I have given you.  Now I ask you to create the definition of what is called a “lazy NFA.”  All of the FA’s we have defined this semester “chew up” ( or single symbols of an alphabet at each move.  A lazy NFA “chews up” strings, that is, moving from one state to another consumes a string.  Provide a formal definition for a lazy NFA, a formal definition of acceptance of a string by a lazy NFA, and a formal definition of  the language of  a lazy NFA.

         A lazy NFA, M, is a 5-tuple, M=(Q, (, s, F, (),  where Q is a finite set of states,

         ( is an alphabet, s ( Q is the start state, F(Q is a set of final states, and 

         ((Qx(*xQ is a transition relation.  A string w is accepted by M if we may write 

         w=u1 u2 … un and find states a1 a2 … an such that an(F, (s, a1, u1), (ui, ai+1, ui+1) ((
         for i=1, 2, …, n-1.  The language of M is the set of strings accepted by M.

3.  Given languages A, B, C, and D, prove that (a) A(B,  C(D ==>AC(BD, and            

      (b) A(B ==>An(Bn ( n>0.

(a) If x(AC, then x=ab, with a(A and b(C ==> x=ab with a(B and b(D ==>

x=ab(BD.

(b) Induce on n.  For n=1, A1=A(B=B1.  Now assume true for n. Then, using the results of (a),       An+1=A An(BBn=Bn+1
4.  Given the NFA’s M=({s,1,2}, {a,b}, s,  {1,2}, {(s,a,s), (s,a,1), (1,a,1), (1,b,2)}) and M’=({s,1,2}, {a,b}, s, {s,2}, {(s,a,s), (s,b,1), (1,a,1), (1,b,2)}) find three (-NFA’s, one for L(M)L(M’), one for L(M)*, and one for L(M)(L(M’).

         Rewrite  M’ with fresh symbols:   M’=({s’,1’,2’}, {a,b}, s’, {s’,2’},{(s’,a,s’),

        (s’,b,1’), (1’,a,1’), (1’,b,2’)}), and let s” be distinct from s, 1, 2, s’, 1’, and 2’.

        L(M)L(M’) is the language of A, where A=({s, 1, 2,  s’, 1’, 2’}, {a,b}, s, {s’, 2’},

        {(s,a,s), (s,a,1), (1,a,1), (1,b,2), (s’,a,s’), (s’,b,1’), (1’,a,1’), (1’,b,2’), (1,(,s’), 

        (2,(,s’)}).

        L(M)* is the language of B, where B=({s,1,2,s”}, {a,b}, s”, {s”,1,2},{(s,a,s), (s,a,1), 

       (1,a,1), (1,b,2), (s”,(,s), (1,(,s”), (2,(,s”)}

        L(M)(L(M’) is the language of  C=({s”,s, 1,2,s’,1’,2’}, {a,b}, s”, {1,2,1’,2’},    

        {(s,a,s),  (s,a,1), (1,a,1), (1,b,2), (s’,a,s’), (s’,b,1’), (1’,a,1’), (1’,b,2’), (s”,(,s), 

           (s”,(,s’) })

5. Find a regular expression whose language is the language of the NFA         M=({1,2,3}, {a,b}, 1, {3}, {(1,a,2), (1,b,2), (1,b,3), (2,b,2), (2,b,3), (3,a,1)}).

         Let  Ai denote the strings absorbed by moving from state i to an accepting    

         state.  We solve for A1 to get the regular expression.

        A1 = (a ( b)A2 ( bA3.

        A2 =  bA2 (bA3

            A3  =  aA1((
        Now replace A3 .

        A1 = (a ( b)A2 ( b(aA1(()
           A2 = bA2(b(aA1(() = b*b(aA1(()

        Now replace  A2.

        A1 = (a ( b) b*b(aA1(() ( b(aA1(()

              = ((a ( b) b*ba( ba)A1 ( (a ( b) b*b ( b

              = ((a ( b) b*ba( ba)*((a ( b) b*b ( b)
6. Prove that the set of regular expressions over some alphabet ( is countable.
   I use the following theorems.  If A is an alphabet, then A* is countable;  if A is a 

   subset of B and B is countable, then A is countable.  Given the alphabet (, the set

   of all regular expressions over ( is a subset of ((’)*, where 

   (’ = ( ( { (, ), *, (, (}.  But ((’)* is countable.  Therefore the set of all regular

   expressions over ( is countable.
7. (a) For the grammar below find an equivalent grammar which has no useless or unreachable non-terminals:
S(aAb | cHB | CH

A(dBH | eeC

B(ff | D

C(gFB | ah

D(i

E(jF

F(dcGGG | cF

G(kF

H(Hlm

   Start by finding all useful non-terminals and productions.

     1.  N={D, B, C}, P={B(ff|D, D(i, C(ah}

2. N={D, B, C, A}  P={B(ff|D, D(i, C(ah, A(eeC}

3. N={D, B, C, A, S}  P={B(ff|D, D(i, C(ah, A(eeC, S(aAb}.

        Now take P and find all reachable non-terminals.

1. R={S}

2. R={S, A}

3. R={S, A, C}

        Our new grammar is

            S(aAb

            A(eeC

            C(ah

(b) For the grammar below find an equivalent grammar which has at most one (-production, and if it exists that (-production is S((.

S(aAb | BAB

A(aSa | bSb | BB

B(b | (
First find all nullable nonterminals. 

1. N={B}

2. N={B, A}

3. N={B, A, S}

     Now add all productions obtained by replacing one or more nullable 

     nonterminals with (.

S(aAb | BAB | ab | AB | BB | BA | B | A

A(aSa | bSb | BB | aa | bb | B

B(b | (
     Now dump B( ( and add S(( to get

 S(aAb | BAB | ab | AB | BB | BA | B | A | (
A(aSa | bSb | BB | aa | bb | B

B(b

8. Prove that if the context free grammar (N, (, S, P) is in Chomsky normal form and if A(N and w((* then the derivation A =>* w has 2|w|-1 steps.

         Induce on the length of the string.  (Note that the string must have length at 

         least 1).  If |w|=1, then we must have a derivation of the form A(a.  This is 

         one step = 2-1 = 2|w|-1.

         Now assume true for |w| = n(j.   Then if |w| = n+1, the first step of the 

         derivation must be C(AB. Then A=>*u, B=>*v, with w=uv.  Thus 

         n(|u|, |v|, and the inductive hypothesis applies to u and v.  The derivation

         of u takes 2|u|-1 steps, the derivation of v takes 2|v|-1 steps.  Thus the whole

        derivation takes 1+2|u|-1+2|v|-1 = 2(|u|+|v|) –1 = 2|w|-1 steps.

9.  Show how to use the Cocke-Younger-Kasami algorithm to prove that the string bbaa is accepted by the following context free grammar in Chomsky normal form.

S(AB | a | BA

B(BB | b

A(AA | a

For string w=bbaa, let 

  Nij={A: A=>*v, where v is the substring of w starting at the ith symbol of w, 

           with |v|=j}

         Recall   Nij = {A: A(BC, where BC( Nik Ni+k j-k, 1(k<j} 

  N11 =  N21 =  {B},    N31 =  N41 = {A, S}

  N12 depends on N11 N21  and produces  {B},  

  N22  depends on  N21  N31 and produces {S}

  N32 depends on   N31N41 and produces {A}

  N13 depends on  N11N22 and   N12 N31 and produces {S}

N23 depends on  N21N32 and   N22 N41 and produces {S}

N14 depends on  N11N23 ,  N12 N32, and   N13 N41 and produces {S}

   S({S}=N14 ==> bbaa is accepted by the grammar

10.  Find a nondeterministic finite state pushdown automata whose language is the same as the language of the context free grammar of 7 (b).

 S(aAb | BAB

A(aSa | bSb | BB

B(b | (
M = ({1,2,3}, {a,b}, {a,b,A,B,S,Z}, 1, Z, {3},

          {((1,(,Z), (2,SZ)), ((2,(,S), (2,aAb)), ((2,(,S), (2,BAB)), 

            ((2,(,A), (2,aSa)), ((2,(,A), (2,bSb)), ((2,(,A), (2,BB)), 

            ((2,(,B), (2,b)), ((2,(,B), (2,()), ((2,a,a), (2,()), ((2,b,b), (2,()), 

            ((2,(,Z), (3,())})

