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Abstract— We consider a team of mobile robots with limited
communication range tasked to coordinate in large environ-
ments. The robots need to maximize the covered area and
achieve consensus in the presence of non-cooperative robots. Ex-
isting works in robot networks showed that a team can achieve
resilient consensus by maintaining an r-robust communication
network. However, the communication range of each robot
needs to be large to satisfy the conditions of r-robustness. This
paper relaxes this requirement on the communication range by
leveraging the robot motion. Specifically, we design modular
dynamic formations where subsets of robots move along simple
closed curves. These modules can be linked together to assemble
larger formations. We derive conditions based on periodic robot
connections for individual and interconnected modules. We
present module designs that satisfy the sufficient conditions
in a lattice space. Simulations are provided to support our
theoretical results.

I. INTRODUCTION

We are interested in deploying teams of mobile robots with
limited communication range in large and complex environ-
ments to execute tasks such as surveillance, monitoring, and
patrolling. The consensus problem arises in these scenarios
when each member of the team has a different estimation of
a global variable or state collected through local sensing. The
robots exchange information to provide an overall estimate
of the state [1], [2]. This is commonly accomplished by
allowing individual robots to communicate their states with
others in their communication range.

There are a myriad of algorithms solving consensus prob-
lems [2], [3], [4], [5]. In practice, robots may become
‘non-cooperative’ by exchanging corrupted information with
neighbors due to internal failures or external disruption. Ex-
isting methods overcome the effect of these non-cooperative
robots by increasing the connectivity of the team [6], [7].
It has been shown that any network that is resilient against
a certain number of non-cooperative robots can retain its
resiliency if an arbitrary subset of the communication links
becomes periodic [6]. Therefore we want to allow some
robots to disconnect periodically from their neighbors, travel
around, and seek additional connections. Their motion should
be carefully planned, such that all the connections are
preserved in a periodic fashion, and the robots are able to
reach consensus while covering a large area that needs to
be monitored persistently. The routing strategy presented in
[6] requires to manually define the motion of each robot.
Hence, if the environment or the number of robots changes,
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new trajectories need to be defined to satisfy the periodic
robustness.

When robots move around, they come in and out of
communication range with other team members. Each robot
may not have a consistent set of neighbors to communicate
with throughout the duration of the task. While the commu-
nication links between robots vary over time, the network
maintains intermittent connectivity. One of the earliest works
considering this concept is [8], where the full connectivity
of a team of robots is periodically regained by letting the
robots travel far from each other’s communication range but
regularly gather in certain locations. In [9], periodically oc-
curred communication links between disconnected subgroups
are generated to intermittently connect the whole group. It
was shown in [10] that robots deployed on pre-defined routes
can form a periodic time-varying communication network,
which can be mapped to an equivalent static network where
standard graph analyzing tools can be used. All these works
have focused on connecting a network over time, while for
reaching resilient consensus, the topology must meet certain
robustness conditions, which will be elaborated in Sec. II.

Once the connectivity of the communication topology is
known, existing algorithms presented in [11], [12], [13],
namely the Weighted Mean-Subsequence-Reduced (W-MSR)
algorithm, provides a method for the state values of all
cooperative robots to converge to the convex hull of their
initial values. The results in [13], [14], [15], [16] provide
methods to evaluate whether a communication topology
satisfies certain sufficient robustness conditions. When the
W-MSR rule is followed by each cooperative robot, the team
is resilient to a finite number of non-cooperative robots.
Such methods are either computationally inefficient [13],
[15], for those require the traversal of all nodes in the
graph, or strongly depending on high algebraic connectivity
of the network, which drives robots to form a tight cluster
[14], [16]. Since monitoring robots must spread out to cover
a large area, such tight clusters are not suitable for most
applications.

Alternatively, both [7], [17] proposed design strategies
by creating well-defined repeating structures that can be
composed to create scalable static networks. Such strategies
avoid the problem of robots clustering into tight formations
but necessitate a large communication range as the number
of non-cooperative robots increases. Heterogeneous sets of
robots are introduced in [18], [19], [20] to build robotic
networks satisfying the robustness conditions. Such methods
require a certain number of always-trusted robots that are not
universally available in real-world applications.

In this paper, we propose a modular design for robot



formations and routing strategy to create a periodic com-
munication topology with desired robustness. The idea is to
design modular closed-loop paths for subsets of robots which
can be composed to create larger formations. We characterize
the sufficient conditions for reaching consensus and provide
examples realized on triangular lattices. In contrast to the
related work, our modular formations can be adapted and
scaled to different types of environments without requiring
large communication ranges.

II. PRELIMINARIES

In this section we introduce definitions and preliminary re-
sults on resilient consensus. Consider an undirected commu-
nication graph formed by a set of n robots V = {1, 2, ..., n}.
The time varying connections (capability of communication)
between robots are described with the edge set E [t], where
E [t] ⊆ V×V for any t ∈ Z≥0. The communication topology
is represented by a sequence of graphs G[t] = (V, E [t]).
We denote the neighbors of node i at time t as Ni[t] =
{j|(i, j) ∈ E [t]}.

Each robot has a scalar value zi[t] ∈ R at time step t. This
value represents an estimation variable, heading direction,
inter-robot distance or any local variable that involves global
coordination. The initial value is denoted by zi[0]. At each
time step, robots are able to update their values based on
their own values and the values from their neighbors. We say
that the robot network achieves consensus when all robots
converge to a similar value, i.e. z1[t] ≈ ... ≈ zn[t], when t
goes to infinity.

Some robots in the team may fail to follow the update
rules and send out erroneous information to its neighbors.
These robots are referred to as non-cooperative ones. To
avoid the whole team being affected or manipulated by those
non-cooperative robots, a particular consensus algorithm
has been introduced in [12]. Let F denote the maximum
possible number of the non-cooperative robots in any robot’s
neighborhood. The weighted mean subsequence reduced (W-
MSR) algorithm [12] requires that at every time step t, every
cooperative robot i creates a sorted list of all the values it
received from its neighbors, and compare them with zi[t].
The W-MSR algorithm removes F highest and lowest values
in the list before computing the updated value zi[t+ 1].

For time varying networks, a sliding-time-window version
of the W-MSR algorithm, abbreviated as SW-MSR, was
introduced in [6] to update zi[t] based on the most recent
values received from all robots that have communicated
with i within the last k steps. After removing F values
in the sorted list, the set of the values left is denoted by
Ri[t]. The update rule of zi[t] is given by zi[t + 1] =
wii[t]zi[t] +

∑
j∈Ri[t]

wij [t]z
k
ij [t], where zkij [t] denotes the

most recent value of zj [t] that has been received by i during
(t−k, t]. wii and wij are weights that are lower-bounded by
some α ∈ (0, 1/2) and satisfy

wii[t] +
∑

j∈Ri[t]

wij [t] = 1,∀i ∈ V.

An important sufficient condition for both W-MSR and
SW-MSR to converge asymptotically towards consensus is
established on the r-robustness of the topology.

Definition 1 (r-robust graph). A static graph G is r-robust
if for any pair of nonempty, disjoint subsets of V , at least
one subset of them, denoted as S, contains a node i ∈ S ,
such that |Ni\S| ≥ r.

For a time-varying topology, we define its robustness as
follows.

Definition 2 (Time-varying r-robust graph). Given k ∈ Z>0,
a dynamic graph G[t] is (k, r)-robust if the union ∪kτ=0G[t−
τ ] is r-robust for all t ≥ k.

It was shown in [12] that resilient consensus could be
achieved through the W-MSR algorithm if the underlying
communication topology is r-robust. The existing results for
the time-varying network are reviewed in the following.

Theorem 1 ([6]). Given a communication network G[t],
resilient asymptotic consensus is achieved by the SW-MSR
update rule in the presence of F non-cooperative robots in
any robots’ neighborhood, if ∃ k ∈ Z>0, such that G[t] is
(k, 2F + 1)-robust.

Determining whether a given graph is r-robust or not is
a coNP-complete problem [13], however, there are sufficient
conditions that we can use to efficiently construct large scale
graphs that are r-robust:

Theorem 2 ([21] F -elemental graph). A static graph G =
(V, E) with 4F + 1 nodes is (2F + 1)-robust, if it satisfies
the following:

• ∃S ⊂ V , such that |S| = 2F and Ni ∪ {i} = V for all
i ∈ S.

• V/S is a connected graph.
A graph with the above property is called F -elemental graph.

Theorem 3 ([11]). Suppose G = (V, E) is an r-robust static
graph. Consider a new vertex v∗, and E∗ ⊆ {(v∗, j)|j ∈ V}.
Then G∗ = (V ∪ {v∗}, E ∪ E∗) is also r-robust if |Nv∗ | ≥ r.

III. FORMULATION OF COMMUNICATION LINKS

We consider the problem of deploying a team of robots to
monitor a given environment, where each robot measures a
scalar value, such as temperature, time, speed of an object,
or distance between two objects. The group as a whole must
perform consensus on the measured value. The robots are
assumed to have the same communication range, R, and the
same constant speed, v̄. There are mainly two aspects: (i)
coverage of the environment and (ii) connectivity mainte-
nance of the communication network for resilient consensus.

We approach this problem by considering multiple non-
overlapping and non-crossing sub-spaces, each containing a
closed path of the same shape with no self-intersection. The
paths are described by rotating, translating, shifting phase, or
reversing the direction of the same arc-length parametrized
function γ : [0, L) 7→ R2, where L is the arc-length of



the paths. We consider a robot team composed of N sub-
teams with the same number of robots. Each sub-team has
n robots and is allocated to a single path to continuously
circulate along it. In the rest of this paper, we use I and J
to index the sub-teams and their paths, and i and j to index
the robots.

The robots in the same sub-team move with the same
speed and direction along the path, so they keep the same
order. Let the position of a robot i on the path I be denoted
by si ∈ [0, LI) based on the arc-length parametrization,
and the Cartesian coordinate be γI(si). Without loss of
generality, we define γI of this path in a way, such that
the robots’ motion is along the positive direction of the
arc length. That is to say, after a small amount of time δt,
robot i’s position on the path will be si + v̄δt. If a pair of
robots (i, j) are on the same path I , we say i is s̃ij ahead
of j, with s̃ij = si − sj . (For simplicity in the rest of this
paper, we use s̃ij = (s̃ij mod LI) for all the si and sj on
the loop path indexed I .) The arc length between i and j is
then min(s̃ij , s̃ji). The Euclidean distance between i and j
is ||γI(si)− γI(sj)||.

We assume that the robots on the same path are indexed
along their moving direction, such that robot i + 1 is the
closest robot ahead of robot i. Since all robots move at the
same speed, the arc length between any two consecutive
robots remains constant. We assume that all robots in the
same sub-team are uniformly distributed along the path, such
that the arc length between two consecutive robots is always
∆, satisfying ∆ ≤ R. The time that one robot takes to finish
a cycle on the path is denoted by T . Each path, together with
the circulating robots on it, is defined as follows.

Definition 3 (Circulating module). A circulating module, or
module, is a tuple of a closed path with no self-intersection
and a team of robots. All robots are uniformly distributed on
the path with a constant arc-length spacing ∆ ≤ R and are
moving along the path in the same direction at a constant
speed.

A. Inter-robot connection
Inter-robot communication occurs when the Euclidean

distance between a pair of robots drops below the commu-
nication range R. Note that this condition may be true for
robots that are in the same module or in different modules.
For the robots in the same module I , we always have
||γI(si) − γI(sj)|| ≤ min(s̃ij , s̃ji). Since the arc length
between robots in the same module is constant, robots i
and j in the same module are connected at every time step
if min(s̃ij , s̃ji) ≤ R, which we call a persistent connection.
For pairs with an arc-length greater than R, and pairs in the
different modules, the communication links may temporarily
created when they enter certain sections of their paths. The
proximity, in this case, is generated due to the geometry
of the modules. Since communication is only possible at
a certain timing, we call this a temporal connection. Fig.1
illustrates both types of inter-robot connections. If both
robots enter this section periodically, and they have a com-
mon period, the temporal connection between them is also

periodic. Since robots in the same module have the same
period of motion, all inter-robot connections within the same
module are periodic.

(a) Persistent connection (b) Temporal connection
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Fig. 1. Examples illustrating the two types of inter-agent connection. (a)
The arc length of i and j is no greater than the communication range.
All robots in the light blue circle remain connected at all times when they
circulate the path. (b) The arc length between i and j is longer than the
communication range, but they are able to communicate temporally, and
this connection occurs every round of their circulation.

Preserving persistent connections across non-consecutive
robots requires a large communication range, and is not
always feasible. In this paper, we require persistent connec-
tions only between the closest neighbors on the path (i.e.
between robot i and robot i ± 1), such that every module
is guaranteed to be connected. The distances between robots
may be affected if the robots fail to maintain the required
speed. Whether such uncertainty in the distances between
robots will disrupt scheduled connections is subject to the
communication range and the geometry of the modules.

B. Inter-module connection

A robot i in module I can communicate with robot j from
a different module J if at some time step, both i and j find
themselves in communication range with each other. If there
exists at least one such pair of robots, we say module I and
J are periodically connected. In the rest of this section, we
describe how this inter-module connection is formed.

Given a pair of circulating modules I and J , let l1 =
[s1, s1 + l] be a segment on path I , and l2 = [s2, s2 + l] be
a segment on path J with the same arc length l. Similarly
to Sec. III, if si + l ≥ L, then li = [si, si + l] represents
the segment of [si, L) ∪ [0, (si + l mod L)]. We define
interfacing section as follows.

Definition 4 (Interfacing section). Consider a pair of circu-
lating modules I and J with segments l1 and l2 respectively.
We say l1 and l2 are interfacing sections if ||γI(s1 + σ) −
γJ(s2 + l − σ)|| ≤ R for all σ ∈ [0, l], where R is the
communication range.

When a robot i in module I enters the interfacing section,
the subset of robots in module J that will be able to
communicate with i can be determined. Robots on I and
J may travel in reverse directions or the same direction
when they are on the interfacing sections depending on how
the modules are arranged. Fig. 2 illustrates the interfacing
sections with robots traveling on them in reverse directions.
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<latexit sha1_base64="IRseM21nMOlZf9dyfmvhXYS3BzQ=">AAAD1XicjVJNaxsxEFXifqTbjyTtsZelJhAoMd6NoT0GeukxhToOrIzRarWxiD4WSZvYCN1Kr7m2f6X/pP+mI68ptdNCBQuzb+aN3jxN2Qhu3XD4c2e39+Dho8d7T5Knz56/2D84fHlhdWsoG1MttLksiWWCKzZ23Al22RhGZCnYpLz+EPOTG2Ys1+qzWzZsKsmV4jWnxAE0trPsrZgd9IeD4eqk94NsHfTR+pzPDnd/4ErTVjLlqCDWFtmwcVNPjONUsJDg1rKG0GtyxQoIFZHMTv1KbUiPAKnSWhv4lEtX6J8MT6S1S1lCpSRubrdzEfxbrmhd/X7quWpaxxTtLqpbkTqdxtHTihtGnVhCQKjhoDWlc2IIdWBQkuCK1VjWHsfOZR06oLQel1pUUZEWa1DSrooSQDb1UQqmWKhT7JZqKYmqPG5LYkKRTSFSFTNdEfQF1PezAD2OUnilpZ1r44gx+naTv5mLnYrTaPhKhGHCHyVpmuJ5qRcem1awAldcskVjcPQ4xirPsWMLF//zk0HeOAxEsphGAX4walwIXRd5zYw6Gcl23S+6CCQ/Dh7eehm8DF4F3BniRyA/DrA5r+LuhtFQ5KBxTmBU8HURwgwu2xqmn4cts0DWb+6K9l8sYmDz1BWsRiTaf3GSBLY9297t+8FFPshOB/mnUf/seL33e+g1eoOOUYbeoTP0EZ2jMaKIozv0DX3vTXqh96X3tSvd3VlzXqGN07v7BZTYSmw=</latexit>

s1 + �
<latexit sha1_base64="6O8s1+uZdXfbDLHAES/IRn7kFEk=">AAAD2nicjVJNaxsxEFXifqTbr6Q99rLUBAKlxrsxtMdALz2mUCehK2O0Wq0too9F0iY2QpfeSq+5tj+k/6T/piOvKbXTQgULs2/mjd48TdkIbt1w+HNnt3fn7r37ew+Sh48eP3m6f/DszOrWUDamWmhzURLLBFds7LgT7KIxjMhSsPPy8l3Mn18xY7lWH92yYRNJZorXnBIH0Cc7zV5hy2eSTPf7w8FwddLbQbYO+mh9TqcHuz9wpWkrmXJUEGuLbNi4iSfGcSpYSHBrWUPoJZmxAkJFJLMTv5Ic0kNAqrTWBj7l0hX6J8MTae1SllApiZvb7VwE/5YrWle/nXiumtYxRbuL6lakTqdx/rTihlEnlhAQajhoTemcGEIduJQkuGI1lrXHsXNZhw4orcelFlVUpMUalLSrogSQTX2UgikW6hS7plpKoiqP25KYUGQTiFTFTFcEfQH1/SxAj8MUnmpp59o4Yoy+3uRv5mKn4jgavhJhmPCHSZqmeF7qhcemFazAFZds0RgcPY6xynPs2MLF//z1IG8cBiJZTKIAPxg1LoSui7xkRr0eyXbdL7oIJD8OHt56GbwMXgXcGeJHID8OsDmv4u6K0VDkoHFOYFTwdRHCFC7bGqafhy2zQNZv7or2XyxiYPPUDFYjEu2/OEkC255t7/bt4CwfZMeD/MOof3K03vs99AK9REcoQ2/QCXqPTtEYUaTQDfqGvvdw73PvS+9rV7q7s+Y8Rxund/MLQO5Mnw==</latexit>

s2 + l � �
<latexit sha1_base64="35xyscGLMbnIbvDAYjYaTuLnxYw=">AAAD3HicjVJNaxsxEFXifqTbr6Q99rLUBAolxrsxtMdALz2mUCeBlWu0Wq0too9F0iY2QrfeSq+5tr+j/6T/piOvKbXTQgULs2/mjd48TdkIbt1w+HNnt3fn7r37ew+Sh48eP3m6f/DszOrWUDamWmhzURLLBFds7LgT7KIxjMhSsPPy8l3Mn18xY7lWH92yYRNJZorXnBIHELbT/LU4wpbPJJnu94eD4eqkt4NsHfTR+pxOD3Z/4ErTVjLlqCDWFtmwcRNPjONUsJDg1rKG0EsyYwWEikhmJ34lOqSHgFRprQ18yqUr9E+GJ9LapSyhUhI3t9u5CP4tV7SufjvxXDWtY4p2F9WtSJ1OowNpxQ2jTiwhINRw0JrSOTGEOvApSXDFaixrj2Pnsg4dUFqPSy2qqEiLNShpV0UJIJv6KAVTLNQpdk21lERVHrclMaHIJhCpipmuCPoC6vtZgB6HKTzW0s61ccQYfb3J38zFTsVxNHwlwjDhD5M0TfG81AuPTStYgSsu2aIxOHocY5Xn2LGFi//50SBvHAYiWUyiAD8YNS6Erou8ZEYdjWS77hddBJIfBw9vvQxeBq8C7gzxI5AfB9icV3F3xWgoctA4JzAq+LoIYQqXbQ3Tz8OWWSDrN3dF+y8WMbB5agarEYn2X5wkgW3Ptnf7dnCWD7LjQf5h1D95td77PfQCvUSvUIbeoBP0Hp2iMaKoQTfoG/re+9T73PvS+9qV7u6sOc/Rxund/AKkxU1N</latexit>

�I<latexit sha1_base64="nKteo7PEN3H248qRkufe1qjw87U=">AAAD3HicjVJNbxMxEHUbPsry1cKRi0VUqRei7DYSHCtxgVuRSFtpHSKv15us6o+V7W0TWb5xQ1x7hd/BP+HfMM5GiKQgYWml2Tfzxm+ep2hEbd1w+HNnt3fn7r37ew+Sh48eP3m6f/DszOrWMD5mWmhzUVDLRa342NVO8IvGcCoLwc+Ly7cxf37Fja21+uiWDZ9IOlN1VTPqACKksJjMqJR0+n663x8OhquDbwfpOuij9TmdHuz+IKVmreTKMUGtzdNh4yaeGlczwUNCWssbyi7pjOcQKiq5nfiV6IAPASlxpQ18yuEV+ifDU2ntUhZQKamb2+1cBP+Wy1tXvZn4WjWt44p1F1WtwE7j6AAua8OZE0sIKDM1aMVsTg1lDnxKElLyisjKk9i5qEIHFNaTQosyKtJiDUrWVTEKyKY+xsAUC3WKXzMN/qrSk7agJuTpBCJVctMVQV9AfT8N0OMQw2Mt7VwbR43R15v8zVzslB9Hw1ciDBf+MMEYk3mhF56YVvCclLXki8aQ6HGMVZYRxxcu/mevBlnjCBDpYhIF+MGocSF0XeQlN+rVSLbrftFFIPlx8PDWy+Bl8CqQzhA/AvlxgM15Ve2uOAt5BhrnFEYFXxchTOGyrWH6WdgyC2T95q5o/8WiBjZPzWA1ItH+i5MksO3p9m7fDs6yQXo8yD6M+idH673fQy/QS3SEUvQanaB36BSNEUMNukHf0Pfep97n3pfe1650d2fNeY42Tu/mFx6sTXA=</latexit>

�J
<latexit sha1_base64="8gCjZAdqvuvTtGkn2XMnxWqL0/w=">AAAD3HicjVJNbxMxEHUbPsry1cKRi0VUqRei7DYSHCtxQZyKRNpK6xB5vd5kVX+sbG+byPKNG+LaK/wO/gn/hnE2QiQFCUsrzb6ZN37zPEUjauuGw587u707d+/d33uQPHz0+MnT/YNnZ1a3hvEx00Kbi4JaLmrFx652gl80hlNZCH5eXL6N+fMrbmyt1Ue3bPhE0pmqq5pRBxAhhcVkRqWk0/fT/f5wMFwdfDtI10Efrc/p9GD3Byk1ayVXjglqbZ4OGzfx1LiaCR4S0lreUHZJZzyHUFHJ7cSvRAd8CEiJK23gUw6v0D8Znkprl7KASknd3G7nIvi3XN666s3E16ppHVesu6hqBXYaRwdwWRvOnFhCQJmpQStmc2ooc+BTkpCSV0RWnsTORRU6oLCeFFqUUZEWa1CyropRQDb1MQamWKhT/Jpp8FeVnrQFNSFPJxCpkpuuCPoC6vtpgB6HGB5raefaOGqMvt7kb+Zip/w4Gr4SYbjwhwnGmMwLvfDEtILnpKwlXzSGRI9jrLKMOL5w8T97NcgaR4BIF5MowA9GjQuh6yIvuVGvRrJd94suAsmPg4e3XgYvg1eBdIb4EciPA2zOq2p3xVnIM9A4pzAq+LoIYQqXbQ3Tz8KWWSDrN3dF+y8WNbB5agarEYn2X5wkgW1Pt3f7dnCWDdLjQfZh1D85Wu/9HnqBXqIjlKLX6AS9Q6dojBhq0A36hr73PvU+9770vnaluztrznO0cXo3vwAiGU1x</latexit>

Fig. 2. Illustration of the interfacing sections.

Lemma 1. Consider a pair of modules I and J with
interfacing sections l1 and l2, a robot i in module I , and
a robot j in module J . At the time when robot i arrives at
s1, if robot j is at sj ∈ [s2 − l, s2 + l], then i and j are
guaranteed to connect temporally before j reaches s2 + l.

Proof. Since all robots are moving at the same speed, when
robot j arrives at sj+δs, robot i will arrive at s1 +δs. Since
l1 and l2 are interfacing sections, and sj ∈ [s2 − l, s2 + l],
there exists some δs ∈ [0, l], such that sj + δs = s2 + l− δs,
and therefore ||γI(s1 + δs)− γJ(s2 + l − δs)|| ≤ R.

Since all modules have the same period, the connection
between i and j will be periodic, and I and J are periodically
connected. For any robot i in module I , it may periodically
connect with a number of robots from module J . Since
robots in the same module are uniformly distributed along
the path, finding this number is straightforward.

Definition 5 (Interfacing index). The interfacing index of
robot i in I with module J , denoted by Di(J), is the number
of robots in J that i periodically connects with. Module I’s
interfacing index with module J is DI(J) = min{Di(J)}
for all robots in module I .

If both modules have the same period, a robot i in mod-
ule I connects with the same subset of robots in module J
at every cycle, then calculating DI(J) is straightforward by
using the arc length of the interfacing section and the spacing
of J .

Lemma 2. Consider two identical circulating modules I and
J with interfacing sections l1 and l2 with the arc length l.
The path of each module has the same length L. The arc
length spacing of each module is ∆. If L ≥ 2l, then the
interfacing index satisfies DI(J) ≥ d 2l

∆e − 1.

Proof. According to Lemma. 1, a robot i entering l1 at
s1 will have temporal connections with all robots located
between [s2− l, s2 + l]. The section has an arc length of 2l.
If 2l is an integer multiple of ∆, there are d 2l

∆e or d 2l
∆e+ 1

robots on this section. Otherwise there are d 2l
∆e or d 2l

∆e − 1
robots on this section. Since both modules have a common
period, all the temporal connections are periodic. Therefore
robots i will have periodic connections with at least d 2l

∆e−1
robots in module J .

In the rest of this paper, we design circulating modules that
can be connected to one another. The interfacing indices are
used to discuss the connection between those modules.

IV. GENERAL PROPERTIES OF MODULAR FORMATIONS

A. Periodic communication topology

A formation composed of multiple modules with the same
period T will have a communication topology that varies
with the time period of T . Therefore we have G[t + T ] =
G[t] for all t ≥ 0. At any time step t, the collection of all
communication links that existed in the last T time units
is described by GT [t] = ∪Tτ=0G[t − τ ]. It is easy to see
that GT [t] remains unchanged for all t ≥ T . Therefore, we
drop the time argument and write GT [t] as GT = (V, ET ).
Furthermore, we define N T

i = {j|(i, j) ∈ ET } to be the set
of neighbors that can communicate with i within one period
of time.

According to Theorem 1, a time-varying communication
topology G[t] with a period T achieves resilient consensus in
the presence of F non-cooperative robots if GT = ∪Tτ=0G[t−
τ ] is (2F + 1)-robust. Therefore, for all dynamic formations
with periodic communication topology, we consider the
robustness of the union graph GT . If the graph union GT is
(2F+1)-robust, we consider the formation to be a (2F+1)-
robust formation.

In the rest of this section, we propose a construction of
(2F + 1)-robust formations. We start from a core formation
fortified by the concept of F -elemental graph (see Theo-
rem 2), and we expand it by adding modules in such a way
that preserves the (2F + 1)-robustness.

Definition 6 (Core formation). We call a composition of
identical circulating modules as a (2F + 1)-core formation,
if their overall periodic communication topology is (2F+1)-
robust.

B. Construction of (2F + 1)-core formations

An F -elemental graph contains 4F +1 nodes. If a module
contains at least 4F + 1 robots, an F -elemental graph may
be generated within a single module. Let VI = {1, 2, ..., n}
represent the set of robots in a single module I , the com-
munication topology of module I is denoted as GI [t] =
(VI , EI [t]), with EI [t] ⊆ VI ×VI , for all t. The collection of
connections within one period is captured by GTI = (VI , ETI )
with ETI = ∪Tτ=0EI [t− τ ]. A sufficient condition to generate
an F -elemental graph within this single module is described
as follows.

Lemma 3. A communication topology GTI = (VI , ETI ) is a
(2F + 1)-core formation, if |VI | ≥ 4F + 1, and GTI is a
complete graph.

Proof. Choose an arbitrary subset VF ⊆ VI that contains
4F+1 nodes. Denote the topology of this subset as GTF . Since
GTI is a complete graph, GTF is a complete graph as well.
According to Theorem 2, GTF is F -elemental and therefore
is (2F + 1)-robust. For all v∗ ∈ VI \ VF , we have |Nv∗ ∩
VF | ≥ 4F + 1. Since GTF is a sub-graph of GTI , according



to Theorem 3, adding any node from VI/VF back to the
F -elemental graph will yield a new (2F + 1)-robust graph.
The same logic is repeated until all nodes in VI \ VF are
added back, and the final topology GTI is (2F + 1)-robust as
well.

When a standard module contains less than 4F +1 robots,
we have to construct an F -elemental graph with multiple
modules. A sufficient condition is presented in the next
lemma.

Lemma 4. Consider two modules, I and J , with their
communication topology GI [t] = (VI , EI [t]) and GJ [t] =
(VJ , EJ [t]) identical to each other. The period of both mod-
ules is T . |VI | = |VJ | < 4F +1. The overall communication
topology is GIJ [t]. Module J’s interfacing index with module
I is DJ(I). Then there exists a sub-graph GTF ⊆ GTIJ that
is an F -elemental graph if GTI is a complete graph, and
DJ(I) + |VI | ≥ 6F .

Proof. First of all, since DJ(I) ≤ |VI |, we have VI ≥ 3F .
Since I and J are identical modules, |VIJ | = 2|VI | ≥ 6F >
4F + 1.

Now we construct GTF by selecting a subset SJ of b
consecutive robots along the path of J , with b = 4F + 1−
|VI |. We index the b robots as 1J , 2J , ..., bJ . Without loss of
generality, we index the first DJ(I) robots from module I
that robot 1J is able to connect with as 1I , 2I , ..., DJ(I)I .
Since I and J are identical, robot 2J will connect to
2I , 3I , ..., (DJ(I) + 1)I , and so on.

Therefore, robots indexed as bI , (b + 1)I , ..., DJ(I)I are
those who periodically connect with all the b robots in SJ .
Since b = 4F + 1 − |VI | and DJ(I) + |VI | ≥ 6F , the set
SF = {bI , (b+ 1)I , ..., DJ(I)I} contains at least 2F nodes.

Let VF = VI ∪ SJ , ETF be the collected connections over
one period. We have |VF | = 4F + 1. There are at least 2F
nodes in SF ⊆ VF , each is connected to all the nodes in
VF , since GTI is a complete graph. VF \ SF is periodically
connected since it is composed of three periodically con-
nected sub-sets: S1 = SJ , S2 = {1I , 2I , ..., (b − 1)I}, and
S3 = {(DJ(I) + 1)I , (DJ(I) + 2)I , ..., |VI |I}. S1 and S2

are periodically connected since robot 1J and robot 1I are
periodically connected. S1 and S3 are periodically connected
since robot 2J and robot (DJ(I) + 1)I are periodically
connected. According to Theorem 2, the topology GTF =
(VF , ETF ) is an F -elemental graph.

If there is any node in the graph GTIJ but not in the sub-
graph GTF , adding them back following a similar discussion
as in Lemma 3 will lead to that GTIJ is also a (2F + 1)-core
formation.

Notice that we only consider (2F + 1)-core formations
composed of 1 or 2 identical modules, since any module of
at least 2F + 1 robots can form a (2F + 1)-core formation
by itself or by connecting with another identical module.
Modules containing 2F or fewer robots may form (2F +1)-
core formations by connecting multiple identical modules but
have no guarantee of robustness while we extend the core

formation by adding more identical modules. This will be
further illustrated in Sec. IV-C.

C. Extending a (2F + 1)-robust formation

We discuss how to expand a (2F + 1)-robust formation
by adding new modules to the current formation while
preserving its (2F + 1)-robustness.

Lemma 5. Consider a set of connected modules R =
{1, 2..., H}. The overall communication topology is repre-
sented by GR[t], where GTR is (2F +1)-robust. Deploy a new
module H + 1 next to R, and define R′ = {R} ∪ {H + 1}.
The communication topology of the new assembly GTR′ is
(2F + 1)-robust, if there exists a module J ∈ {1, 2, ...,H},
such that DH+1(J) ≥ 2F + 1.

Proof. Since DH+1(J) ≥ 2F + 1, we have |NH+1 ∩VR| ≥
2F + 1 holds for all nodes p ∈ VH+1. Therefore adding
any node from VH+1 to the formation R will create a new
(2F +1)-robust formation. By repeating adding nodes to the
graph until all nodes in VH+1 are added, it will create a new
(2F+1)-robust formation every time and the final formation
with a topology of GTR(H+1) is therefore (2F + 1)-robust as
well.

Now we consider a set of connected modules, Q. The
higher-level graph GQ treats the modules as the nodes and
inter-module connections as the edges. The topology of the
robots in each module is GI , and the topology of all the
robots in the whole set Q is Gq . The theorem below examines
whether the topology Gq of all robots is (2F + 1)-robust.

Theorem 4. Consider a set of connected modules, Q, that is
composed of H ∈ Z≥2 identical circulating modules, each
with a periodic communication topology GTI = (VI , ETI ),
for all I ∈ {1, 2, ...,H}. Let VQ = {1, 2, ...,H}, and EQ
contains all (I, J) ∈ VQ × VQ. Let TQ = (VQ, ETQ ) be
a spanning tree of GQ = (VQ, EQ). Let Vq be the set of
all robots in Q, and ETq the set of collected inter-robot
connections within one period. The communication topology
of the whole formation GTq = (Vq, ETq ) is (2F + 1)-robust,
if the following conditions hold.

• GTI is a complete graph for all I ∈ VQ;
• There exists some TQ, such that for all (I, J) ∈
ETQ , there is max{DI(J), DJ(I)} ≥ 2F + 1, and
max{DI(J), DJ(I)}+ |VI | ≥ 6F .

Proof. According to Lemma 3 and Lemma 4, there exist
some (I, J) ∈ ETQ such that GTIJ is a (2F + 1)-core forma-
tion. According to Lemma 5, adding modules satisfying the
conditions stated in the theorem will preserve the (2F + 1)-
robustness of the formation. Since every pair of (I, J) ∈ ETQ
satisfies the conditions, the overall formation Q is (2F +1)-
robust.

Notice that DI(J) does not necessarily equals to DJ(I).
Although all modules are identical, robots from different
modules may enter the interfacing section asynchronously
and yields different indexes for different modules.



Fig. 3. Examples of periodic connections. (a) shows δi-bridges formed by
a slit shaped bent on the path. The dash line connection i and i + 9 is a
9-bridge, and the one connection i+1 and i+7 is a 6-bridge. (b) shows a
pair of interfacing sections with a path length of 4d. The interfacing indexes
will be DI(J) = DJ (I) = 9.

V. GEOMETRIC DESIGN

In the previous section, sufficient conditions on circulat-
ing modules are provided to ensure resilient consensus on
formations composed of identical modules. In this section,
we discuss the actual design of the path’s shape in a latticed
space [22], [23] to satisfy those conditions.

We use a triangular lattice as introduced in [7]. The lattice
is defined as L = {d(xv1 + yv2)|x, y ∈ Z}, where d is
the scale factor of the lattice, which denotes the length of
the triangular sides. v1 = [1, 0]> and v2 = [ 1

2 ,
√

3
2 ]> are

the base vectors. Let d = ∆, where ∆ is the spacing in a
circulating module, which is slightly smaller than the robots’
communication range R. When all robots arrive at the top of
some lattice points, communication is only available between
those on the lattice points next to each other. Connecting
lattice nodes with straight lines of a length of d creates a
lattice grid.

We design the path of a module as a closed curve
composed of a limited number of line segments along the
grid lines. At time t = 0, there is a robot on every lattice
node on the path. Let the number of robots in one module to
be n, and the robots indexed as 1, 2, ..., n along the moving
direction of robots. The location of a robot i at t is denoted
as si[t]. Let 1 time step to be the time that a robot takes to
move from one lattice node to the next, si[t+ 1] = si+1[t],
for all i = 1, 2, ..., n− 1, and sn[t+ 1] = s1[t].

Robot i is always connected with i + 1 and i − 1. At
some lattice node along the path, robot i is in communication
range with some robots i + δi, δi ∈ Z≥2, and we say there
exists a δi-communication bridge. As shown in Fig. 3, the
dashed lines in part (a) are a 6-bridge and a 9-bridge. The
connections across δi-bridges are periodic.

When two identical modules are periodically connected
through a pair of interfacing sections, the path length of
an interfacing section is always an integer multiple of d, as
shown in Fig. 3, part (b). Let the arc length of the interfacing
section be pd, p ∈ Z≥1, the interfacing index of one module
with another is always 2p+ 1.

A. Path features

a) Fully Connected graph: One of the important condi-
tions to construct (2F+1)-robust formations is to ensure that

in each module, every robot is periodically connected with
all other robots. For the n robots in the same module, there
should be δi-bridges in the path for all δi = 2, 3, ..., dn2 e.
One method to ensure the δi-bridges is to create a ‘slit’ shape
as shown in Fig. 3. A section of the path with a length of
dn2 e and being bent as a slit shape can provide a series of
δi-bridges for δi = 2, 3, ..., dn2 e.

b) Interfacing section: The other important condition
to construct (2F + 1)-robust formations is to provide a
sufficient interface number while connecting two modules.
For example, as shown in Fig. 3, part (b), a straight line
segment of length pd on the path can provide a sufficient
interfacing index while serving as an interfacing section if
p ≥ F and 2p+ n+ 1 ≥ 6F . If we are connecting multiple
identical modules, each module should contain at least 2 non-
overlapping sections that can provide sufficient interfacing
indexes.

B. Examples

Following the constraint of path features analyzed, we
provide some example designs.

a) Unit triangles: A module I3 with 3 robots on a
triangle path with each edge of a unit length d, as shown in
Fig. 4, part (a), is always fully connected. It has 3 sections,
each with a length of d, that can be interfacing sections.
Hence placing another triangle module at one of the 6
locations (shown in the shaded triangles) can establish an
interfacing index of 3 between them. Therefore this module
with nI3 = 3 and pI3 = 1 can form large scale formations
that is resilient in consensus performance against FI3 = 1
non-cooperative robots.

b) Triangles with slits: Fig. 4, part (b) shows an exam-
ple module I15 with 15 robots. Its communication topology
is GI15 [t]. The robots form a triangle with 2 sections of length
4d that can be interfacing sections. Black dash lines show
δi-bridges of δi = 2, 3, ..., 6. The dashed line highlighted

Fig. 4. (a) Unit triangle module I3; (b) Triangle module I15; (c) U-shape
module I16; (d) A formation composed of multiple I15 modules is resilient
against F = 4 non-cooperative robots.



in blue shows a communication bridge that is both a 7-
bridge and an 8-bridge. Therefore GTI15 is fully connected.
It can be shown that two I15 modules can form a (2F + 1)-
core formation with FI15 = 4, and connecting multiple
identical I15 modules can form a formation that is resilient
against FI15 = 4 non-cooperative robots in any robot’s
neighborhood. Fig. 4, part (d) shows an example formation.
Notice that each module can only connect with 2 other
modules.

c) U-shape: Fig. 4, part (c) shows a U-shape path
with a slit bent on it. This module I16 has 16 robots and
the path contains 3 sections, each of the length 3d, that
can be interfacing sections. The communication topology
of this module is GI16 [t]. Dash lines show δi-bridges for
δi = 2, 3, ..., 8. Therefore GTI16 is fully connected. It can be
shown that a single I16 is a (2F + 1)-core formation with
FI16 = 3, and connecting multiple I16 modules can form a
formation that is resilient against 3 non-cooperative robots.
Every module can assembled with 3 other modules.

VI. SIMULATIONS

In this section, we present four different dynamical net-
works where the cooperative robots achieve resilient con-
sensus in the presence of multiple non-cooperative robots1.
The non-cooperative robots are shown in red circles. The
initials of each team were randomly chosen, including the
non-cooperative robots. The cooperative robots follow the
SW-MSR algorithm, and the non-cooperative robots generate
oscillatory and random values. The signal from the non-
cooperative robots try to avoid consensus from the coopera-
tive robots. In each scenario, the communication network is
periodic and satisfies all the sufficient conditions that we de-
scribed in the previous sections. The result of the simulations
is summarized in Figure 5. We can see that in all the cases,
the cooperative robots can achieve resilient consensus using
the SW-MSR algorithm. If we compare the convergence
rate in panels (c) and (d), we can see that the convergence
rate is faster for a small number of modules. This result is
expected since the network connectivity is reduced by adding
new modules to the network. However, in comparison to
methods in the literature where high connectivity is required
to satisfy r-robustness, we can achieve r-robustness and still
maintaining low connectivity. In panel (d), we show that the
modular configuration limits the neighborhood of each robot,
allowing up to F = 4 non-cooperative robots in every robot’s
neighborhood.

VII. CONCLUSIONS

This work proposed a formation and routing strategy to
generate robotic communication networks that is resilient in
consensus performance by connecting modular circulating
routes, each deployed with a sub-group of robots. We showed
how circulating modules with a complete communication
topology can be composed to form a resilient formation.
The modules are connected to each other so that they have a

1Some of the simulation results are shown in the video available at
[https://youtu.be/dj2afGyhBB4]
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(a) Triangular module (3 robots each)
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(c) Large triangular module (15 robots each)
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(d) Ten large triangular modules

Fig. 5. Simulations for four different modular dynamical networks. On the
left side of each panel, we present the network topology. The dark disks
represent the robots and the arrows illustrate their direction of motion. On
the right side, the evolution of the scalar variable in time. The solid lines
and the dashed lines represent the scalar values of the cooperative and non-
cooperative robots respectively.

sufficient number of “inter-module” communication, which
we call the interfacing index. With the assumption that all
robots are moving at the same constant speed, we satisfy
the conditions on the connectivity and on the interfacing
index by carefully designing the geometry of the modular
circulating path.

Our future work will allow modules to have different
shapes and different numbers of robots. More generalized
routes in environments without lattice will be studied. We
also consider the deployment on pre-defined circulating



paths, in which the design variable is now the robots’ speed
profile so that they achieve required temporal connections.

REFERENCES

[1] R. Olfati-Saber, J. A. Fax, and R. M. Murray, “Consensus and
cooperation in networked multi-agent systems,” Proceedings of the
IEEE, vol. 95, no. 1, pp. 215–233, 2007.

[2] W. Ren, R. W. Beard, and E. M. Atkins, “A survey of consensus
problems in multi-agent coordination,” in Proceedings of the 2005,
American Control Conference, 2005. IEEE, 2005, pp. 1859–1864.

[3] A. Jadbabaie, J. Lin, and A. S. Morse, “Coordination of groups of mo-
bile autonomous agents using nearest neighbor rules,” Departmental
Papers (ESE), p. 29, 2003.

[4] R. Olfati-Saber and R. M. Murray, “Consensus problems in networks
of agents with switching topology and time-delays,” IEEE Transac-
tions on automatic control, vol. 49, no. 9, pp. 1520–1533, 2004.

[5] L. Moreau, “Stability of multiagent systems with time-dependent com-
munication links,” IEEE Transactions on automatic control, vol. 50,
no. 2, pp. 169–182, 2005.

[6] D. Saldaña, A. Prorok, S. Sundaram, M. F. Campos, and V. Kumar,
“Resilient consensus for time-varying networks of dynamic agents,” in
2017 American Control Conference (ACC). IEEE, 2017, pp. 252–258.

[7] D. Saldaña, L. Guerrero-Bonilla, and V. Kumar, “Resilient backbones
in hexagonal robot formations,” in Distributed Autonomous Robotic
Systems. Springer, 2019, pp. 427–440.

[8] G. A. Hollinger and S. Singh, “Multirobot coordination with peri-
odic connectivity: Theory and experiments,” IEEE Transactions on
Robotics, vol. 28, no. 4, pp. 967–973, 2012.

[9] Y. Kantaros and M. M. Zavlanos, “Distributed intermittent communi-
cation control of mobile robot networks under time-critical dynamic
tasks,” in 2018 IEEE International Conference on Robotics and
Automation (ICRA). IEEE, 2018, pp. 1–9.

[10] X. Yu and M. A. Hsieh, “Synthesis of a time-varying communication
network by robot teams with information propagation guarantees,”
under review.

[11] H. Zhang and S. Sundaram, “Robustness of information diffusion
algorithms to locally bounded adversaries,” in 2012 American Control
Conference (ACC). IEEE, 2012, pp. 5855–5861.

[12] H. J. LeBlanc, H. Zhang, X. Koutsoukos, and S. Sundaram, “Resilient
asymptotic consensus in robust networks,” IEEE Journal on Selected
Areas in Communications, vol. 31, no. 4, pp. 766–781, 2013.

[13] H. Zhang, E. Fata, and S. Sundaram, “A notion of robustness in com-
plex networks,” IEEE Transactions on Control of Network Systems,
vol. 2, no. 3, pp. 310–320, 2015.

[14] K. Saulnier, D. Saldana, A. Prorok, G. J. Pappas, and V. Kumar,
“Resilient flocking for mobile robot teams,” IEEE Robotics and
Automation letters, vol. 2, no. 2, pp. 1039–1046, 2017.

[15] H. J. LeBlanc and X. D. Koutsoukos, “Algorithms for determining
network robustness,” in Proceedings of the 2nd ACM international
conference on High confidence networked systems. ACM, 2013, pp.
57–64.

[16] E. M. Shahrivar, M. Pirani, and S. Sundaram, “Robustness and
algebraic connectivity of random interdependent networks,” IFAC-
PapersOnLine, vol. 48, no. 22, pp. 252–257, 2015.

[17] L. Guerrero-Bonilla, D. Saldana, and V. Kumar, “Design guarantees
for resilient robot formations on lattices,” IEEE Robotics and Automa-
tion Letters, vol. 4, no. 1, pp. 89–96, 2018.

[18] W. Abbas, A. Laszka, and X. Koutsoukos, “Improving network
connectivity and robustness using trusted nodes with application
to resilient consensus,” IEEE Transactions on Control of Network
Systems, vol. 5, no. 4, pp. 2036–2048, 2017.

[19] A. Mitra, W. Abbas, and S. Sundaram, “On the impact of trusted
nodes in resilient distributed state estimation of lti systems,” in 2018
IEEE Conference on Decision and Control (CDC). IEEE, 2018, pp.
4547–4552.

[20] F. Ghawash and W. Abbas, “Leveraging diversity for achieving re-
silient consensus in sparse networks,” IFAC-PapersOnLine, vol. 52,
no. 20, pp. 339–344, 2019.

[21] L. Guerrero-Bonilla, A. Prorok, and V. Kumar, “Formations for
resilient robot teams,” IEEE Robotics and Automation Letters, vol. 2,
no. 2, pp. 841–848, 2017.

[22] K. Fujibayashi, S. Murata, K. Sugawara, and M. Yamamura, “Self-
organizing formation algorithm for active elements,” in 21st IEEE
Symposium on Reliable Distributed Systems, 2002. Proceedings.
IEEE, 2002, pp. 416–421.

[23] R. Olfati-Saber, “Flocking for multi-agent dynamic systems: Algo-
rithms and theory,” IEEE Transactions on automatic control, vol. 51,
no. 3, pp. 401–420, 2006.


