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Phase ChangeMaterials (PCMs) are gaining importance in energy storage applications. Many PCM are poor
thermal conductors and thus can gain from the optimal use of appropriate fins. Phase change process is
inherently nonlinear in behavior due to the latent heat, thus simulations are usually based on finite differ-
ence or finite element approaches, which can be computationally inefficient for optimal design of latent
energy storage systems. A novel modeling approach called Layered Thermal Resistance (LTR) model is pro-
posed for the first time in this paper for efficient PCM simulations in multi-dimensions. The LTRmodel can
be coupled with multidimensional fins for PCM-fin structure optimal design. Compared with CFD results,
the results by the LTR model are high accurate in estimating the solidification time and the highlight is it
has negligible simulation cost. Moreover, accurate heat flux of a finned PCM system is also obtained. The
LTR model represents the nonlinear solidification process in a finned latent energy storage structure with
analytic equations, thus it has bright applications in PCM heat sink optimization with internal fins.

� 2017 Elsevier Ltd. All rights reserved.
1. Introduction

Abundant research has been devoted to thermal energy storage
systems due to their important role in clean energy technologies
and matching renewable energy to load patterns. A good example
is the mismatch between supply and demand of solar energy and
thermal energy storage systems can play a major role. ‘Cold stor-
age’ produced at a lower costs during off peak hours of the day is
a practical way to release utilities’ burden to produce enough elec-
tricity during high demand hours [1,2].

Many mature and industrial applications of thermal energy
storage systems use sensible energy. Phase Change Materials
(PCMs) are receiving more attention due to their high-energy den-
sities. PCM can store or release energy at near isothermal condi-
tions that are thermodynamically superior [3]. The thermal
reliability and stability of the PCMs was reviewed by Rathod [4].
However, the low conductivity of PCM materials is a barrier for
many practical applications [3], especially for large scale systems.
Researchers are eager to resolve this issue by analyzing different
heat transfer enhancement techniques, i.e., including high conduc-
tivity foams or metal matrices into the PCM [5], dispersing high
conductivity particles in the PCM [6], or use microencapsulation
of the PCM [7]. Work conducted by Lohrasbi [8,9] indicated that
immersing innovative fin structures into PCM as a heat transfer
enhancement technique is superior to nanoparticles dispersion.
Plenty of research has been conducted to study the PCM system
with fin structures since they can be simple and compact
[10–12]. Sheikholeslami and Lohrasbi [13–15] studied the
Nano-particle Enhanced PCM (NEPCM) and innovative fin struc-
tures in a combined way to increase the performance of the latent
heat thermal energy storage system (LHTESS). Corrosion between
PCM (CaCl2�6H2O) and fin was recently reported by Ren [16].

Mathematical modeling plays important role for analyzing the
performance of energy storage systems with PCMs. Henry [17]
reviewed major methods of mathematical modeling of solidifica-
tion and melting. An elegant Neumann’ solution is available for a
one-dimensional semi-infinite region with simple initial and
boundary conditions and constant thermal properties, as first pre-
sented by Stefan [18]. Many real world solidification problems are
rarely one dimensional, and usually have complex initial and
boundary conditions. Thus computational fluid dynamics (CFD) is
widely employed in modeling PCMs. However, CFD is not always
the efficient tool for optimal design of a LHTESS. Optimizations
have been often based on parametric studies through simulations
[10]. Multiple simulations need to be carried out for variations of
the design parameters of interest. More efficient modeling with
high accuracy and smaller CPU time as discussed here can be
immensely beneficial to the design and optimization of a LHTESS.
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Nomenclature

Tm the exact PCM solidification temperature
Tw cooling temperature at the boundary
tNeu PCM solidification time for Neumann’s solution
tLTR PCM solidification time estimated by the LTR model
tCFD PCM solidification time estimated by the CFD model
e percent error
s distance of solidification front
Ds thickness of each discrete layer for a 1-D PCM bar
N number of discrete PCM layers
A cross section area of a 1-D PCM bar
DV volume of each discrete layer for a 1-D PCM bar
q heat flux
RðiÞ;RiðiÞ;RijðiÞ thermal resistances for heat transfer to the PCM

layer i
tðiÞ discrete solidification time for PCM layer i
ts total solidification time
Rt total thermal resistance of a system
Lm latent energy of PCM
Cppcm heat capacity of PCM
kpcm conductivity of PCM
qpcm density of PCM

Dv lðiÞ volume of each discrete layer for the 2-D and 3-D cases
Tupper upper PCM melting temperature
Tlower lower PCM melting temperature
H;Href specific PCM enthalpy and a referenced enthalpy value
Tcell temperature of a discrete element
DT driving temperature difference
u liquid fraction of PCM
x; y; z locations of solidification fronts in x, y, z directions
a; b; c side lengths of a cuboid
l; c side length ratios of a rectangle or a cuboid
a resistance tuning factor value
d thickness of fin
h heat transfer coefficient in the PCM side
L distance from the fin to the solidification front of PCM
kfin conductivity of the fin
l length of a 1-D fin
g fin efficiency
n parameter for fin efficiency calculation
wð0Þ dimensionless superheating parameter
Tini initial temperature of the PCM domain
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Though many finite difference or finite element based method-
ologies have been developed for modeling PCM and PCM with heat
transfer enhancement techniques, very few simple and efficient
modeling techniques for simulation of PCM are in vogue. Efficient
modeling of PCM freezing thus has room for improvement and use-
ful applications. An approximate analytical model is presented to
model the solidification and solidification of a finned PCM in one
and two dimensions [19–21]. A fast 1-D analytical model is pro-
posed in [22] to simulate the behavior of a wallboard containing
the PCM and good predication is achieved compared with CFD
results. In this paper an efficient modeling approach called call Lay-
ered Thermal Resistance (LTR) model is proposed for the first time
to model the solidification process that is applicable for 2-D and 3-
D geometries with fins. The highlight of the method is its ease with
which it can include extended fins. That enables the method to be
efficient and useful in optimization and design of a LHTESS with
fins. The model is conduction based, so it is suitable for the energy
discharging process, as many studies have demonstrated that dur-
ing solidification natural convection exits only in the very begin-
ning and soon conduction dominates the whole process [23]. For
many processes involving energy charging and discharging, the
freezing is often the resistance dominated process, thus posing a
harder design goal to achieve, i.e., solidify the PCM within required
time period. So an efficient coupled PCM-fin modeling method has
useful applications for optimal design during the freezing process
when fins are to be used.

The content of this paper is organized as follows. In Section 2, the
efficient PCMmodeling approach called Layered Solidification Front
model shorthand noted as LTRmodel is described in 1-D, 2-D and 3-
D and its performance is compared with CFD results. In Section 3,
the construction of LTR models coupled with fins is given in 2-D
and 3-D and their performance were tested against the CFD results.
Section 4 summaries the efficient PCM modeling technique and
suggests further study to develop and improve the method.
Fig. 1. 1-D PCM bar.
2. Layered thermal resistance model for PCM solidification

This section introduces the construction of the Layered Thermal
Resistance (LTR) models for PCM solidification in multiple dimen-
sions including 1-D, 2-D and 3-D.
2.1. 1-D layered solidification front model for fast PCM modeling

In this section the novel approach for efficient PCM solidifica-
tion modeling in 1-D is developed and its results were compared
to the Neumann’s solution. The idea for the proposed LTR model
is assuming that the liquid PCM is solidified layer by layer and
the final solidification time is estimated by adding together the
solidification times of all the discrete layers.

A 1-D semi-infinite PCM bar is shown in Fig. 1. Assuming its
exact solidification temperature is Tm, cooled by constant Temper-
ature Tw at one end and has zero flux for the remaining sides. The
initial temperature of the bar everywhere is assumed to be Tm. It
should be noted that when the initial temperature equals to the
solidification temperature, there is no heat loss at the solidification
interface for a semi-infinite bar, so the solidified distance given by
the Neumann’s solution is equivalent to a fixed bar. Thus given cer-
tain solidification time tNeu, the solidification front s can be esti-
mated by Neumann’s solution [17]. Then the LTR model is
applied to the solidification front s to estimate its solidification
time tLTR. The performance of the LTR model is evaluated by com-
paring the estimated solidification time to that was assigned to
the Neumann’s solution. Estimation accuracy in terms of percent
error is defined as

e ¼ ðtLTR � tNeuÞ
tNeu

� 100%: ð2:1Þ

To implement the LTR model, the solidification front s is equally
divided into N � 1 pieces, called layered solidification fronts. The
volume for each piece is DV. The distance between the solidifica-
tion front and cooling surface determines the thermal resistance
to pass energy into the current layer, thus prescribing the magni-
tude of heat flux going into the layer. The solidification time for
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each of the discrete layer is then determined through dividing the
total energy in the discrete layer by its current heat flux. The final
solidification time is estimated by adding those solidification times
of all the discrete layers. Eqs. (2.2)–(2.7) shows this process in 1-D.
The heat flux (2.5) is also obtained for the entire solidification
process.

Ds ¼ s
N � 1

ð2:2Þ

DV ¼ DsA ð2:3Þ

RðiÞ ¼ iDs
Akpcm

ð2:4Þ

qðiÞ ¼ Tm � Tw

RðiÞ ð2:5Þ

tðiÞ ¼ DVqpcm½Lm þ 0:5CppcmðTw � TmÞ�
RtðiÞ ð2:6Þ

ts ¼
XN�1

i¼1

tðiÞ: ð2:7Þ

Given certain PCM properties which are used throughout this
paper (see Table 1), different solidification times tNeu and driving
temperature difference dT ¼ Tm � Tw ¼ 10 �C, the Neumann’s solu-
tion [17] gives the distances of the solidification fronts. The LTR
model was used to estimate the solidification time to reach those
fronts. Table 2 shows that the LTR model has high accuracy. How-
ever, there is some constant overestimated error based on the LTR
model. This means there is some small default error within the
model itself. The most possible source for this constant deviation
is that the average temperature difference 0:5ðTm � TwÞ is used to
account for the sensible energy in Eq. (2.6) for each of the dis-
cretized layer, and it may overestimate the sensible energy com-
pared with Neumann’s solution. Grids sensitivity analysis is
given in Table 3. tNeu ¼ 10 h is the target solidification time to be
achieved by the LTR model. Table 3 shows that more discrete layers
will increase the accuracy of the LTR model, while insufficient
number of layers will lead to large deviations.

2.2. LTR model for 2-D

This section introduces the LTR model to 2-D PCM solidification
modeling with constant cooling temperature at boundaries. Extra
tuning parameter has to be introduced to successfully apply the
LTR model in 2-D. Fig. 2 shows the layered solidification fronts in
a rectangle. It is cooled on the two sides with constant tempera-
ture, and has zero heat flux at the other two sides. The modeling
approach is shown in Eqs. (2.8)–(2.13), where a is the thickness
of the domain out of the paper. Variables x and y denote the loca-
tions of the freezing front. Two heat paths with the two thermal
resistances R1 and R2 are regarded to transfer heat to the freezing
front. And average temperature difference 0:5ðTm � TwÞ is used to
account for the sensible energy.

R1ðiÞ ¼ xðiÞ
aðc � yðiÞÞkpcm ð2:8Þ
Table 1
Thermal properties of certain PCM used in this paper (for simplicity, the same
properties are used for the solid and liquid phases).

Density Conductivity Heat capacity Latent heat

1600 kg/m3 0.5 W/(m K) 2000 J/(kg K) 120 kJ/kg
R2ðiÞ ¼ yðiÞ
aðb� xðiÞÞkpcm ð2:9Þ

RtðiÞ ¼ R1ðiÞR2ðiÞ
R1ðiÞ þ R2ðiÞ ð2:10Þ

qðiÞ ¼ Tw � Tm

RtðiÞ ð2:11Þ

tðiÞ ¼ DVlðiÞqpcm½Lm þ 0:5CppcmðTw � TmÞ�
qðiÞ ð2:12Þ

ts ¼
XN�1

i¼1

tðiÞ: ð2:13Þ

Computational Fluid Dynamics (CFD) simulation results are
used to verify the LTR model. The Solidification & Melting Model
[24] which is based on the enthalpy-porosity method [25] is imple-
mented in Fluent (commercial CFD software) to obtain the numer-
ical solutions. For the enthalpy-porosity method, three regions,
solid, liquid, and mushy zones, are defined in the computational
domain. Given a PCM’s melting range ðTlower; TupperÞ and a cell tem-
perature Tcell, a liquid fraction ranging from 0 to 1 is defined by Eq.
(2.14) and is used to identify the three regions.

u ¼

1; Tcell > Tupper

Tcell�Tlower
Tupper�Tlower

; Tlower 6 Tcell 6 Tupper

0; Tcell > Tupper

8>>>><
>>>>:

ð2:14Þ

As the solidification process is conduction dominated [18], the
continuity and momentum equations were turned off in the Fluent
setup. Thus energy balance is the main governing equation:

@

@t
ðqpcmHÞ ¼ r � ðkpcmrTÞ ð2:15Þ

where specific enthalpy H is formulated according to enthalpy
method [25].

H ¼ Href þ
Z T

Tref

CppcmdT þuLpcm ð2:16Þ

Validation of the solidification phenomenon by the enthalpy
method [25] against the experimental data is available in Ismail’s
work [26]. Fig. 3 directly cited from [26] shows good comparison
of solidification fronts between the numerical and experimental
results. The wð0Þ in the figure is a dimensionless superheating
parameter defined as wð0Þ ¼ ðTini � TmÞ=ðTini � TwÞ to represent
the system with different initial temperature, where Tini is the ini-
tial temperature of the system. It should be noted that the exact
solidification temperature to be used in the LTR model is defined
as Tm ¼ 1

2 ðTlower þ TupperÞ.
For the simulations in this study, the total number of elements

is 10,000–40,000 and the time step is 3–6 s depending on the size
of the geometry. Sensitivity studies were performed to confirm
mesh and time-step independence of the results presented. The
energy equation was discretized using the Second Order Upwind
scheme. A pressure based solver with double-precision was cho-
sen. The convergence was checked at every 2 time steps with the
scaled absolute residual of 10�9 was used for the energy equation.

Table 4 shows the rectangular PCM domain with different
aspect ratios to be used to test the LTR model. The ratios here range
from 0.025 to 1. It should be noted that an aspect ratio 0.025 can
also represent the ratio 40. The CFD results were treated as trusted
reference to validate the LTR model. From left plot in Fig. 4, it can
be seen that the LTR model overestimates the solidification time



Table 2
Performance of the LTR model.

Given solidification time tNeu (h) 1 3 5 7 10
Solidification front distances by Neumann’s solution (cm) 1.33 2.31 2.98 3.53 4.22
tLTR (h) 1.0285 3.085 5.142 7.199 10.285
e 2.85% 2.85% 2.85% 2.85% 2.85%

Table 3
Effect of number of discrete layers on the accuracy of the LTR model.

Number of layers 9999 999 99 49 29 9 2
tLTR 10.275 10.285 10.378 10.484 10.629 11.416 15.411
e 2.75% 2.85% 3.78% 4.84% 6.29% 14.16% 54.12%

Fig. 2. Layered moving fronts for a rectangular PCM.

Fig. 3. Comparison of numerical and experimental solidification fronts [26].
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for the 10 cases by around 50–60% compared with the CFD results.
This means adjustment can be made to improve the accuracy of the
LTR model. The right plot in Fig. 4 shows a nice curve can be fitted
between the solidification time ratios tCFD=tLTR of the two models
and the aspect ratios c=b of a rectangle. The solidification time ratio
of the two models actually indicates how much thermal resistance
was overestimated by the LTR model. From this perspective, the
ratio can be treated as a tuning parameter to adjust the total resis-
tance in the LTR model. The LTR model modified with a tuning fac-
tor is then called the tuned LTR model in the following context.

A regression model was built by custom support vector regres-
sion (SVR) which is also available as MATLAB toolbox [27] to pre-
dict the resistance tuning factor for the LTR model. Other curve
fitting techniques can also be employed such as simple linear fit-
ting or spline interpolation [28]. Generally, SVR has more general-
ization ability with a small training sample [29] which means
higher predication accuracy than other methods. In Eqs. (2.17)–
(2.19), the aspect ratio l is the independent variable for the SVR
model f 1 while a is the output resistance tuning parameter (solid-
ification time ratio of the LTR and CFD models tLTR=tCFD), which is
used to adjust the total resistance of the LTR model. The 7 cases’
data is used to train and build the SVR model a ¼ f 1ðlÞ. Fig. 5
shows the regression curve. It is the reconstruction curve of the
solidification time ratio versus aspect ratio of a rectangle. What
needed to be emphasized is that the aspect ratio is covered from
0.025 to 1, which can also represent a ratio range from 1 to 40,
so this aspect ratio range includes a large number of rectangular
shapes. When estimating the solidification time of a new rectangle
PCM, its aspect ratio should fall within this range.

a ¼ f 1ðlÞ ð2:17Þ
l ¼ c
b

ð2:18Þ
RtðiÞ ¼ a
R1ðiÞR2ðiÞ

R1ðiÞ þ R2ðiÞ ð2:19Þ

For the 7 cases simulated by the CFD method in Fluent, a solid-
ification temperature range Tupper � Tlower ¼ 2 �C is set, the initial
temperature is Tupper everywhere, Tupper � Tw ¼ 10 �Cand the con-
ductivity of the PCM is kpcm ¼ 0:5 W=m K. In the LTR model the
driving temperature difference DT ¼ Tm � Tw ¼ 9 �C, as it is
assumed that the exact freezing temperature is the mean temper-
ature of the solidification temperature range. For the tuned LTR
model to be more flexible in use, it is desired that the resistance
tuning curve is independent of boundary conditions and material
properties. Ideally, @f 1=@DT ¼ 0 and @f 1=@kpcm ¼ 0. Or at least the
effect from those parameters on the accuracy of the tuned LTR
model is negligibly small. Nine new cases shown in Table 5 are
considered to test the accuracy of the tuned LTR model. The first
3 cases have different side lengths while keeping same driving
temperature and PCM conductivity as the cases for building the
resistance tuning curve. Cases 4–5 have different driving tempera-
tures. Cases 6 and 7 have different PCM conductivities. Case 8 has
both different driving temperature difference and PCM conductiv-
ity as the training cases. Case 9 has a much larger driving temper-
ature difference than other cases. Additionally cases 4–9 both have



Table 4
Rectangle shape with different length ratios.

c (cm) 0.1 0.3 0.5 1.0 2.0 3.0 4.0
b (cm) 4.0 4.0 4.0 4.0 4.0 4.0 4.0
Ratio c/b 0.025 0.075 0.125 0.25 0.5 0.75 1.
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different aspect ratios than the 7 training cases. The CFD results are
treated as the trustful reference to judge the tuned LTR model. Esti-
mation error is defined as

e ¼ ðtLTR � tCFDÞ
tCFD

� 100%: ð2:20Þ

The performance of the tuned LTR model is shown in Fig. 6. The
accuracy is within 10% error as compared to the CFD results. It can
be concluded that the resistance tuning curve is almost only
depended on the aspect ratio of a rectangle. Once the tuned LTR
Table 5
9 New testing cases.

Cases #1 #2 #3 #4

DT (�C) 10 10 10 20
kpcm (W/(m K)) 0.5 0.5 0.5 0.5
c (cm) 1 3 5 3
b (cm) 5 5 5 5
model is developed, it can be applied to new temperature bound-
aries, different species of PCM and for various rectangles as long as
their aspect ratios falling in the range of the tuning curve.

Grids independent study was performed and it was found that
30 and 150 discrete layers almost give same solidification time.
Generally, the final solidification time estimated by the tuned
LTR model is quite robust to the number of the discrete layers.
150 discrete layers are assigned to all the 7 training cases and
the 9 predicting cases. It should also be pointed out that the solid-
ification time for a certain case in CFD is determined when the
solid fraction of PCM reaches 99.9%. Due to low PCM conductivity,
there is a ‘‘tailing effect”, referring to the situation when almost
70% of the PCM can be solidified within half of the total solidifica-
tion time, and at the final stage, a small amount of PCM takes a rel-
atively long time to solidify. The solidification time chosen at 99.9%
liquid fraction could be 5% more than that chosen at 99.1%. If a new
solidification time is chosen based on different solidified percent-
age fraction, the resistance tuning curve needs to be rebuilt accord-
ingly. And high prediction accuracy is still guaranteed. The CPU
time involved with the use of the tuned LTR model is trivial com-
pared to a full CFD prediction and therein lies the benefit for opti-
mal design procedures.

2.3. LTR model for 3-D

The methods and procedures described thus far for the tuned
LTR model can be generalized to 3-D. Fig. 7 shows a cuboid PCM
domain cooled at three surfaces with constant Temperature.
a; b; c are the three side lengths and x; y; z are the locations of cur-
rent solidification fronts along the Cartesian coordinates. The
cuboid geometry can be defined by two geometric aspect ratios
l ¼ a=b and c ¼ c=b. Consequently, the resistance tuning parame-
#5 #6 #7 #8 #9

7 10 10 20 50
0.5 1 0.3 2.0 0.5
1 3 1 5 6
5 5 5 6 6
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ter will be defined by a surface a ¼ f 2ðl; cÞ. To construct this tun-
ing surface in the present example, 4 aspect ratios (0.1, 0.4, 0.7, 1)
were assigned to l; c. Together there are 16 discrete samples, but
due to symmetry, the distinct samples are 10. Table 6 shows speci-
fic points that cover the lengths ratios from 0.1 to 1. The Solidifica-
tion & Melting model [24] In Fluent was used to obtain the
numerical results. In the CFD model a solidification temperature
range Tupper � Tlower ¼ 1 �C was set, the initial temperature was
Tupper everywhere and Tupper � Tw ¼ 10 �C. Eqs. (2.21)–(2.24) show
the thermal resistances calculation procedures of the 3-D tuned
LTR model, the heat flux and solidification calculations are same
as the Eqs. (2.11)–(2.13) in Section 2.2. Fig. 8 shows the solidifica-
tion time surfaces of the 16 pointes estimated by CFD model and
the LTR model without a resistance tuning factor. There is obvious
deviation in amplitude but the shape of the surfaces by the two
models shares similarity. This suggests that a resistance tuning
surface can be constructed based on the solidification time ratios
of the two models. A custom support vector regression was applied
to build the resistance tuning surface. The two aspect ratios that
cover the range (0.1, 1) are the input variables and the solidifica-
tion time ratio tCFD=tLTR between the LTR model without tuning
and CFD mode is the output of the SVR model f 2. As there are 16
discrete points, the data set is much sparse compared with having
10 data points in the one dimensional case. The regression param-
eter should indeed be optimized for the smallest possible overall
predication error [29].

Fig. 9 shows the tuning surface by the custom SVR model.
Table 7 lists the 7 testing cases. Results presented in Fig. 10 shows
excellent prediction performance for the tuned LTR model in 3-D.
The prediction error is within 4%, which is better than the 2-D case.
A possible reason is a smaller solidification temperature range is
used for the CFD cases. Analysis of around 150 layered solidifica-
tion fronts were included in the cases considered. It also demon-
strates that the resistance tuning surface and predictions are
3-D view Front face v

Fig. 7. 3-D cubic PCM cooling from 3
independent of boundary temperature and the PCM properties.
So this tuning surface is applicable to new cuboid shapes and other
PCMs.

R1 ¼ x
ða� zÞðc � yÞkpcm ð2:21Þ

R2 ¼ z
ða� zÞðb� xÞkpcm ð2:22Þ

R2 ¼ z
ða� zÞðb� xÞkpcm ð2:23Þ

Rt ¼ a
R1R2R3

R1 þ R2 þ R3
ð2:24Þ
3. Coupled PCM with fins by layered thermal resistance model

Many PCM’s used for thermal energy storage are very poor ther-
mal conductors thus posing impediments to energy transfer partic-
ularly during the energy retrieval (solidification) process. Fins,
embedded graphite and other methods were used overcome this
obstacle. Application of the tuned LTR model to a PCM domain con-
taining fins would thus be a natural extension of the method. The
discharging process is more difficult to complete as it is conduction
controlled [23], while the melting process can be much easier to
complete due to the solid sinking phenomenon induced by density
differences between the solid and liquid PCM phases [30]. Thus an
efficient coupled fin-PCM model based on conduction can prove to
be critical and beneficial to the optimal design of an energy storage
systemwith PCM. In this section the tuned LTR model is applied for
modeling PCM systems that include plate fins. Note that in the fol-
lowing sections, the finned LTR model means the tuned LTR model
that is coupled with fins.
iew Top face view 

faces with constant temperature.



Table 6
10 Cuboids with different side lengths ratios.

a (cm) 5 5 5 5 5 5 5 5 5
b (cm) 0.5 2 3.5 5 2 3.5 5 3.5 5
c (cm) 0.5 2 3.5 5 0.5 0.5 0.5 2 3.5
b/a 0.1 0.4 0.7 1.0 0.4 0.7 1.0 0.7 1.0
c/a 0.1 0.4 0.7 1.0 0.1 0.1 0.1 0.4 0.7
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3.1. Coupled PCM fin modeling in 2-D

A rectangular PCM domain with a plate fin on one side as shown
in Fig. 11 was studied. The PCM and the fin are cooled at the same
end (the edge along the y-axis) with same constant temperature
and the other boundaries have zero heat flux. There are two heat
paths for energy transfer to the PCM. One path is through PCM
with its thermal resistance R1 and the other one is through the
fin, passing through multiple thermal resistances R21, R22, R23. R1

is the same as Eq. (2.8) in Section 2.2 and R23 is a new name to
be used in current description but it has the same definition as
Eq. (2.9) in Section 2.2. R21 and R22 are defined as
Table 7
New cases for the tuned LTR model testing.

Dimensions (cm) (2, 2, 2) (8, 8, 8) (3, 2, 1)

DT (�C) 10 10 7
kpcm (W/(m K)) 0.5 0.5 0.5
R21 ¼ x
adkfin

ð3:1Þ
R22 ¼ d
2aðb� xÞkfin ð3:2Þ

where a is the thickness of the rectangular PCM domain and fin in z
direction and x is the distance of the solidification front in x direc-
tion. R21 is the resistance in the fin from the cooling source to the
solidification front in x-axis direction. The resistance in the fin for
passing the heat from fin to the PCM is R22. This resistance is rather
small compared to the others and thus can be neglected. Besides the
fin resistances to be incorporated into the tuned LTR model, fin effi-
ciency is also a key factor that must be considered. The fin efficiency
(3.3) was derived by solving the energy balance equation of the fin
(presented in Appendix A). Thus the thermal resistance passing
through the fin needs to be increased by 1=g. Eq. (3.5) is the total
resistance for the finned LTR model shown in Fig. 10. The heat flux
and solidification time calculations are the same as Eqs. (2.11)–
(2.13) listed in Section 2.2.

g ¼ TðxÞ � Tm

Tw � Tm
¼ ðcoshðnxÞ � tanhðnbÞ sinhðnxÞÞ ð3:3Þ
R2 ¼ 1=gðR21 þ R22Þ þ R23 ð3:4Þ
Rt ¼ a
R1R2

R1 þ R2
ð3:5Þ

To test the prediction capabilities of the finned LTR model, 4 dif-
ferent dimensions were considered as shown in Table 8. Three fin
thickness (2 mm, 1 mm, 0.5 mm) and two types of fin material
(7, 4, 2) (2, 1, 1) (7, 7, 3) (9, 8, 7)
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Fig. 10. Predictions of the 7 new cases by the tuned LTR model.

Fig. 11. 2-D coupled PCM fin sketch.

Table 8
New cases for the finned LTR model testing.

Cases #1 #2 #3 #4

a (cm) 1 1 1 5
b (cm) 1 3 7 5
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0

2

4

6

8

10

12

#1
#2

#3

#4

Fin thickness

S
ol

id
ifi

ca
tio

n 
tim

e 
(h

rs
)

Aluminum Fin

LTR Model

CFD Model

Fig. 12. Predications of the testing cas
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(aluminum, carbon steel) were also considered, so together there
were 24 testing cases. The conductivity of the aluminum fin is
202.4 W/(m K) and that of carbon steel is 50 W/(m K).

Fig. 12 shows the solidification time of all the cases predicted by
the finned LTR model (denoted by solid lines) and by CFD model
(denoted by circles). Fig. 12 shows the prediction errors as defined
in Section 2 Eq. (2.18). From left to right in sequence are the 4
cases; every three points represent the three fin thicknesses
(0.5 mm, 1 mm, 2.0 mm). For the aluminum fin cases with different
thicknesses, the predication errors of all the cases are within 4%.
For the carbon-steel fin cases, most of them have prediction errors
within 5%, except for Case 3 with fin thickness 0.5 mm as shown in
Fig. 13. Large prediction error occurs when the fin thickness is
small, i.e. 0.5 mm. It is possible that the fin’s low efficiency causes
the large prediction error, so extra cases were tested to verify this
assumption as shown in Tables 9 and 10. In the evaluation of fin
efficiency, the heat transfer coefficient is an unknown variable
and it is assumed to be the conductivity of PCM divided by the dis-
tance from the fin to the solidification front of PCM, h = kpcm/L. The
distance L in the fin efficiency calculation (Eq. (3.3)) in the finned
LTR model changes with the locations of the solidification front
and, but here it is set as L = 1 cm. The length of the fin, fin thickness
and fin material are the dependent variables for the calculation of
the fin efficiency. For the aluminum fin in Fig. 14, when the fin
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Table 9
Extra testing cases for aluminum fin.

Cases #1 #2 #3 #4

a (cm) 10 10 10 10
b (cm) 150 150 180 210
Fin thickness (mm) 2 1 2 2

Table 10
Extra testing cases for carbon steel fin.

Cases #1 #2 #3 #4

a (cm) 10 10 10 10
b (cm) 70 70 80 110
Fin thickness (mm) 2 0.5 2 2
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efficiency is decreased to 0.2 either due to low fin thickness (com-
parison between #1 and #2), or the fin is too long (comparison
between #3 and # 4), the deviation in solidifying time estimation
by the finned LTR model becomes large. The same also happens
for the carbon-steel fin cases as shown in Fig. 15. Thus it can be
concluded that as long as the fin’ efficiency is not lower than a cer-
tain value, the finned LTR model will always give high accurate
solidification time estimation.

For modeling PCM only, the heat flux during the solidification
process was not considered, but for a finned PCM system it is an
important parameter to study the performance of a fin. Fig. 16
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Fig. 14. Solidification time prediction error versus fin efficiency for alum
shows the solidification fraction curves given by the finned LTR
and CFD models and Fig. 17 shows the heat flux curves through
the cooling surfaces including both the PCM and fin faces. One case
under comparison was Case 1 with 2 mm thick aluminum fin and
the other one was Case 4 with 0.5 mm thick carbon-steel fin.
Respectively the two cases represent short-time solidification
and solidification in a long time period. There is some discrepancy
between the two solidification fraction curves predicted by the
finned LTR and CFD models. However, the curvature trend for the
heat flux matches quite well for both of the two cases. This implies
that the finned LTR model also has a good ability to represent the
heat flux dynamics during the entire solidification process. Thus
the finned LTR model will be a reliable model to be employed in
efficient optimal design of a finned PCM system.
3.2. Coupled PCM fin modeling in 3-D

The methods described above can be applied for a more general
three dimensional PCM domain with fins. Fig. 18 shows a cuboidal
PCM wrapped by three plate fins. The fins were considered to have
same thickness. And the system is cooled at the surface of the left
plate fin; the remaining faces have zero heat flux. Though conduc-
tion paths through the PCM and fins are infinite in nature, it is
assumed there are three principal heat paths, each passing through
one plate fin and PCM. Based on Fig. 18, the total thermal resis-
tance for the heat path going through the left plate fin is R1 and
R11 is the resistance of the left plate fin, R12 is the resistance in
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the PCM for this heat path. The total thermal resistance of the heat
path going through the bottom plate fin is R2, and R21 is the resis-
tance for the heat passing through the fin, R22 is the resistance in
PCM of this heat path. Similarly R3 is the total resistance for heat
going through the back-plate fin in the figure, its component resis-
tances are R31 for the fin and R32 for the PCM. It is assumed addi-
tionally that heat transfer in the fin only takes place along the
length of the fin (say only along the x direction), so the fin effi-
ciency (3.3) in the 2-D case can also be applied in the plate fins
for the 3-D case. Then the heat flux, solidification time calculations
are same as those (Eqs. (2.11)–(2.13)) used in the LTR model with-
out fins for the 2-D case. (Note that the names of Rij in Eqs. (3.6)–
(3.14) may already appears in the previous sections, but they are
redefined under current context.)



3-D View Front face view Top face view 

Fig. 18. PCM wrapped in a 3-D plate fins.

Table 11
Test cases for 3-D finned LTR model.

Cases #1 #2 #3 #4 #5 #6 #7 #8 #9

(a, b, c) (cm) (2, 2, 2) (1, 3, 1) (1, 5, 1) (1, 7, 1) (5, 1, 5) (7, 1, 7) (6, 6, 6) (6, 6, 6) (6, 6, 6)
DT (�C) 10 10 10 10 10 10 10 20 10
kpcm (W/(m K)) 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1.0
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Fig. 19. Solidification time predictions by 3-D finned LTR model.
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R11 ¼ d
cakfin

ð3:6Þ

R12 ¼ x
ða� zÞðc � yÞkpcm ð3:7Þ

R1 ¼ R11 þ R12 ð3:8Þ

R21 ¼ x
cdkfin

ð3:9Þ
R22 ¼ z
ðb� xÞðc � yÞkpcm ð3:10Þ

R2 ¼ 1
g
R21 þ R22 ð3:11Þ

R31 ¼ x
adkfin

ð3:12Þ

R32 ¼ y
ðb� xÞða� zÞkpcm ð3:13Þ
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R3 ¼ 1
g
R31 þ R32 ð3:14Þ

Nine cases as listed in Table 11 were used to test the perfor-
mance of the 3-D finned LTR model. The geometries of the testing
cases vary from a long bar shape (Case 4) to a plate shape (Case 6).
Case 8 considers a different driving temperature difference and
Case 9 considers a different PCM conductivity. The fin material is
aluminum and its thickness is 1mm. CFD results were obtained
by the Solidification & Melting model in Fluent [24]. The solidifica-
tion time estimation is shown in Fig. 19. Most of the cases have an
error within 5%, except for the plate shape case which has an error
close to 8%. The performance is not as good as the 2-D situation.
The assumption that one-dimensional conduction takes place in
the fin is the most possible cause to enlarge the error. The solidifi-
cation fraction curves and the heat flux curves of Case 1 and Case 7
are shown in Figs. 20 and 21. There are some discrepancy between
the two solidification fraction curves predicted by CFD and the
finned LTR models. However, the 3-D finned LTR model captures
the trend of a heat flux curve very well for both of the cases. The
3-D finned LTR model promises to be an efficient and reliable mod-
eling approach for a finned PCM system considered in Fig. 18 with
almost no simulation cost after the tuning surface is built.
Fig. A1. Geometry and boundary conditions for the 1-D bar efficiency calculation.
4. Conclusion

An efficient method to predict PCM behavior in three dimen-
sions that could include fins is described in this paper. For most
of the cases considered here results from the efficient LTR model
compare well with those obtained using full scale transient three
dimensional CFD methods. The key to successfully building the
LTR model is to define the correct ‘tuning curve/surface’ for the
geometry and shape of interest. The LTR model described here
for Cartesian coordinates can readily be adapted for other complex
geometries and coordinates such as cylindrical and/or curvilinear
orthogonal coordinates. Then the tuning curve or surface will be
dependent on the appropriate chosen ratios of independent
parameters. As the finned LTR model represents a PDE described
nonlinear transient freezing process into algebraic equations, thus
a well-tuned LTR model can become the back-bone of an extensive
yet efficient and inexpensive optimal design of a system that uses
PCM and fins.
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Appendix A

A.1. Fin efficiency calculation

The fin extended from the heat pipe is approximated by a 1D
conduction bar. As shown in Fig. A1, it has a constant temperature
at one end and heat flux boundary condition on the PCM side; the
other end and side have zero heat flux. Based on an energy balance
of the bar, the fin efficiency is:

Qx ¼ QxþDx þ Qc; Dx ! 0 ) QxþDx

¼ Qx þ
dQx

dx
Dx;

dQx

dx
Dxþ Qc ¼ 0 ðA:1Þ

Qx ¼ �kfinA
dT
dx

; Qc ¼ hSðT � TpcmÞ ðA:2Þ

A ¼ cw; S ¼ cDx; h ¼ kpcm
L

ðc : Thickness of the finÞ ðA:3Þ

d
dx

�kfinA
dT
dx

� �
þ hSðT � TpcmÞ ¼ 0; assuming h ¼ TðxÞ � Tpcm

ðA:4Þ
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d2h

dx2
� kpcm
kfinwdm

h ¼ 0; hjx¼0 ¼ Thp � Tpcm;
@h
@x

����
x¼l

¼ 0 ðA:5Þ

n2 ¼ kpcm
kfinwL

; ðA:6Þ

h ¼ ðThp � TmÞ ðcoshðnxÞ � tanhðnlÞ sinhðnxÞÞ ðA:7Þ

g ¼ TðxÞ � Tm

Tw � Tm
¼ ðcoshðnxÞ � tanhðnlÞ sinhðnxÞÞ ðA:8Þ

where L is the melting front distance away from the fin. The heat
transfer coefficient at the PCM side is assumed to be the conductiv-
ity of the PCM divided by the melting front distance, h ¼ kpcm=L.
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