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Abstract

A low-complexity hardware emulator is proposed for widetharorrelated, multiple-input multiple-output (MIMO)
fading channels. The proposed emulator generates muttiptzete-time channel impulse responses (CIR) at the
symbol rate and incorporates three types of correlatiomtions of the subchannels via Kronecker product: the
spatial correlation between transmit or receive elemdstaporal correlation due to Doppler shifts, and inter-tap
correlation due to multipaths. The Kronecker product islanpented by a novel mixed parallel-serial (mixed P-S)
matrix multiplication method to reduce memory storage amgtinthe real-time requirement in high data-rate, large
MIMO size, or long CIR systems. We present two practical MIMannel examples implemented on an Altera
Stratix [l EP3SL150F FPGA DSP development kit: a 2-by-2 MOMVIMAX channel with a symbol rate of 1.25
million symbols/second and a 2-by-6 MIMO underwater acieushhannel with 100-tap CIR. Both examples meet

real-time requirement using only 12—14 percent of hardwaseurces of the FPGA.
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. INTRODUCTION

ARDWARE fading channel emulators provide a fast and lowtensthod for testing and verifying new
H algorithm design, transceiver performance, and channghaiy analysis [1]-[3]. Many products are
available commercially for emulating single-input singletput (SISO) or multiple-input multiple-output (MIMO)
fading channels. For example, the NoiseCom MP-2500 mtittifeding emulator can emulate SISO frequency-
selective fading channels with up to 12 delay paths. TheehgiN5115B baseband studio test set is featured
with standards-based fading configurations and can sugpdmg channels with up to 48 delay paths. The
Rohde&Schwarz ABFS simulator offers two independent sitibaseband fading channels with pre-programmed
fading models in mobile radio standards [4]. The Azimuth AGEDWB supports up to 4-by-4 MIMO fading
channels in real time with antenna correlation [5]. The Eldit's Propsim F8 RF channel emulator can support
up to 16 MIMO fading channels with various radio interfacests as 802.11n, 3GPP LTE, WIMAX, and Wi-
Fi [6]. Although most of them are equipped with advanced Ueet such as fading channel profiles specified
by current standards, bi-directional channel modeling, iiRErfaces, etc., these existing emulators only provide
multiple independent fading subchannels with the tempoaatelation function implemented through Doppler
spectrum filtering or Sum of Sinusoids (SoS). However, patMIMO fading channels usually exhibit all three
types of correlation functions, referred to as triply-séilee channels: time-selectivity due to Doppler (desatibe
by temporal correlation), frequency-selectivity due toltipath (described by inter-tap correlation), and space-
selectivity (associated with the spatial correlation aefhsmitters and receivers) [3]. It has been shown in [1] that
these correlation functions have significant impact on nkeaoapacity, bit error rate (BER), and transceiver design.
Ignoring these correlation functions will lead to impraetfi testing results.

Incorporating correlation functions into fading subchelsns the key but difficult aspect of accurately generating
correlated MIMO fading channels. Many software-based obasimulators [1]-[3], [7]-[10] have successfully
simulated doubly-selective or triply-selective correthfading channels, and they provide the theoretical foumua
for hardware-based channel emulators. Recently, researbardware-based channel emulators for doubly-selective
fading channels are reported in [11]-[15], where [11]-[18bpose frequency-selective SISO fading channel

emulators, and [14], [15] report MIMO fading channel emaiat without spatial or/and inter-tap correlation.



Recently, we developed a hardware-based MIMO fading cHaemelator [16] incorporating all three types of
correlation functions based on the software simulationheetin [3]. This emulator [16] computes the three
correlation matrices in the hardware and can emulate a bhadeMIMO triply-selective fading channel with
(M x N x L)=160, where M is the number of receive element¥, is the number of transmit elements, and
L is the number of taps. It is more challenging for such a cateel MIMO fading channel emulator to meet the
real-time requirement in high data-rate, large MIMO sizeloong channel impulse response (CIR) fading channels.
In this paper, we improve the MIMO fading channel emulator{i6] through a novel mixed parallel-serial
(mixed P-$ multiplication structure and two sets of Ping-Pong budfés achieve real-time implementations of
large-dimension MIMO channels. The new emulator is capablgenerating MIMO baseband equivalent fading
channels with up t¢M x N x L)=1600. This is equivalent to either 1600 independent frequeratyfdding channels,
or 16 SISO frequency-selective fading channels with 108 tag@ch, or av-by-M (M N < 16) triply-selective
fading channel with 100 taps per subchannel. To demonstingtecapability and accuracy of the emulator, two
typical MIMO fading channel examples: a 2-by-2 WiIMAX chahméth a short symbol duration time 0.,4s and
a 2-by-6 underwater acoustic channel with 100 taps CIRsjraplemented on a Stratix Il EP3SL150F FPGA
DSP development kit, and their outputs are proved to haverate correlation properties. Less than 15 percent of
the hardware resource is required in these two exampleseahdime requirements are met. The proposed MIMO

channel emulators are tested via Hardware-in-Loop (HILpel® in Simulink.

[I. THE MATHEMATIC MODEL

The mathematic model of the proposed emulator is the distime MIMO triply selective fading model in [3].
Consider a MIMO channel witv transmit andM receive elements. The input-output relationship of thenokea

in the discrete-time domain is described as

Ly
y(k) = Y Hk1)-x(k—1) +v(k), )
l:—Ll
where the superscript:)! is the transpose operator of a matrix or vectetk) = [z1(k),x2(k),...,zn (k)]

is the transmitted signal vectog(k) = [y1(k),y2(k),...,yn (k)] is the received signal vector, andk) =

[v1(k),v2(k), ...,up (k)]t is the background white Gaussian noise. Note that we assuengytbol duration being



T,. The variabled,; and L, are nonnegative integers representing the range of dgiay amd derive that the total
channel length i = (L1 + Lo + 1) taps. The MIMO channel matri¥I(k,[) at time indexk and delay tag is

defined by

hia(k,l) -+ hin(k,1)
hara(k,0) -+ han (k1)
For the convenience of description, we reshape the mifik, /) to (M NL) x 1 coefficient vector as
hyee(k) = [h11(k), ..., hi (k) | ... | hari(k), ..., has v (B)] (3)

whereh,, (k) is the complex coefficient vector of then, n)-th subchannel at time indéx given by h,,, ,,(k) =

(hmn(k,—L1), ..., hmn(k, L2)]. Based on the software model in [3], the veckgg.(k) can be generated by

(0)- B(k) = (B2, © W3, © Chy) - B() @)

= VY

hye.(k) = C

where® denotes the Kronecker product ad is the square root of matriX such thatX = Xz - (X2 )" with

the superscript-)* being the Hermitian operator. The spatial correlation ivesr¥ , and ¥7, are determined
by properties of the transmit and receive elements, relspéctand are usually known and specified by users. The
inter-tap covariance matri sy is computed according to the power delay profile using (173jnThe (M NL) x 1
vector® (k) is defined asb (k)=[Z1(k), Zo(k), ..., Zounr) (k)]'. Each complex coefficierd; (k) = Z,(k)+jZs, (k)

(1t =1,2,...,(MNL)) represents one of multiple uncorrelated Rayleigh fadingef@ms and can be efficiently

simulated by the sum of sinusoids (SoS) method in [17], [18].

. HARDWARE IMPLEMENTATION METHOD

For the convenience of describing hardware implementsfiare define three new matric€s = Cig;, D =

\Il%m ® \II%I, andE = CE(O). The coefficients oth,..(k) in (3) are also rearranged d@$(w, k) (Wherew =



1,2,...,(MNL)) and:

hyeo(k) = [H(1,k), H(2,k),.... HMNL, &))" (5)

where H (w, k)=H.(w, k) + jHs(w, k).

The proposed MIMO fading channel emulator outpuis. (k) for N-by-M subchannels witl taps per subchan-
nel within a symbol period. Its hardware implementationsists of five modules: a flat Rayleigh fading generator
(FRFG), two Ping-Pong buffers, a correlation multiplie™Mmodule, and an interpolation module, as shown in
Fig. 1. The FRFG module serially generated N L) uncorrelated flat Rayleigh fading waveformig(Rk) (for
i=1,2,....,(MNL)) with proper symbol duratiofl;, maximum Doppler frequency,, and decimation rat&. Its

outputs are separated into the real pgsrt(Rk) and the imaginary pai¥,, (Rk).

- Ze_out_1 o
Z.,(Rk) | Ping-Pong P H.(w. Rk)
fd Ci > Y H.(w k)
| Buffer Ze._out_MN o - . -
™ FRFG > CM Interpolation
- Zs_out_1
Ts_ IModule 7. (Rk) | Ping—Pongh—=" = Module _| Module | p (y.k)
~| Buffer Zo_out_MN :; H,(w, Rk)

Fig. 1. Block diagram of the proposed emulator for correldddMO fading channels.

The Ping-Pong buffers save the serial outputs of the FRFGcamgert them into parallel outputs that are
required by the following CM module. Utilizing the Ping-Rpbuffer ensures that only a single FRFG module is
needed to provide allM N L) uncorrelated Rayleigh fading channel waveforms. The Pirfieband Pong buffer
work alternatively to temporarily storeM N L) uncorrelated fading channel responses. At time instarit the
Ping buffer is taking new coefficients from the FRFG, then Bang buffer is outputting the previously stored
channel coefficients to the CM module. At the next time insi{gmn+ 1), the Ping buffer is ready to output, and
the Pong buffer will take the new CIR coefficients. Two set$ofg-Pong buffers are employed to buffer the real
and imaginary parts of complex CIR separately. The desiganpaterR is carefully chosen to meet the real-time
requirements.

The CM module incorporates three types of correlation fionstinto the uncorrelated fading channel responses

via Kronecker product and vector multiplication in (4). $tinemory demanding if an all-parallel structure is used,



it is time consuming if an all-serial structure is employegpecially when variable®/, M, and L are large.
The proposed CM module employswxed P-Smethod to implement matricdd andE thus drastically reducing
memory requirement and processing time. We also explogyhanetry of the matri>CI%SI and employ a symmetric
storage submodule to save approximate half of the memomrgespa

Finally, the interpolator module linearly interpolatesrgdes with an interpolation ratg (same to the decimation
rate) to output the symbol-rate fading waveforms.

The hardware implementation of the FRFG and interpolaticodutes are similar to those in [19] and the
Ping-Pong buffers and CM module are new structures develap¢his work. A brief review of the FRFG and
interpolation modules and detailed structures of the Pogg buffers and CM module are given in the next few

subsections.

A. The FRFG

One FRFG module is utilized to generate (MNL) independentRiyleigh fading coefficient&; (Rk) in series
with a downsampling factoR. The SoS method [18] is employed to implement the flat Rakilégling waveforms
via random number generator, LUT for sine and cosine funsti@and multipliers and adders, as shown in Fig. 2.

The SoS method generates the real and imaginary parts ob#fécients by sum ofP sinusoids

Zz(k) = Ze,(k)+jZs,(k), (6)

P
Z., (k) = \/%Z cos(2m(fakTs cos ap i + ¢p.i)),

p=1
2 P
Zs, (k) = 4/ - Z cos(2m(fakTs sin o ; + ©pi)),
p=1
—0.5+6;
api = %7 p=1,2--,P

where f; is the maximum Doppler frequency is the total number of sinusoids and= /—1. The angle of
arrival o, ; is randomized by &;. The random variable®,; and ¢, ; are the random phases of the in-phase
and quadrature components, respectively. The randomblesia,, ;, ©,,;, andé; are statistically independent and

uniformly distributed on[—0.5,0.5) for all p.
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Fig. 2. Implementation blocks of the FRFG module.

B. Ping-Pong Buffers

The Ping-Pong buffers synchronize the FRFG module with then@dule and makes it possible for the single
FRFG to continuously provide multiple uncorrelated Ragtefading channel responses for the CM module. They
perform a serial to parallel data conversion via properlffdring and outputting data. Two identical sets of Ping-
Pong buffers are needed to buffer the real part Rk) and the imaginary pa,, (Rk) separately. Each Ping-Pong
buffer contains two banks of RAMs namétingRAM s and PongRAM s. The block diagram of the Ping-Pong
buffer storing the real part of coefficients is shown in Fig. 3

The Ping Pong buffer containg/ N) units of RAMs and each RAM contains words. The inputsZ., (Rk)



(wherei = 1,2,...,(MNL)) are fed to the Ping-Pong buffer in the following format. Irpariod of (M NLL)
clock cycles, the serial sequencé; (Rk), ..., Z.,,~, (Rk), is input sequentially in the firgt\M/ N L) clock cycles,
and then all zeros are input in the rest @/ NL(L — 1)) clock cycles. In the next period, the variabteis
increased by one and then an updating sequence is input isirtlilar format. The demultiplexeDEMUX and
up-counteiCounter Sel ork together to distribute coefficient&, (Rk) into different RAM units. The up-counter,
Counter Sel lincreases by one in evedy clock cycles to select one of tHé/N) output ports of theDEMUX
Another up-counteiCounter Addr 1 generates write/read addresses for all RAMs. A periodisgpgenerator with
the pulse length ofl. clock cycles is used as the control signal “wren” for the RAMsabling the write/read
operations. The pulse is delayed by— 1)L clock cycles for thei-th Ping RAM unit, and it is delayed by
(MNLL + (i — 1)L) clock cycles for thei-th Pong RAM unit. In Fig. 3, some connecting lines betweelaye

blocks and their corresponding “wren” ports are not drawmwoid increase complexity of the figure.

» | Delay »| Delay L
MNLL
[ ]
[ )
o= Delay L e 4 Counter Sel 2
L Modulo:2
e Delay L— | Clk Period:MNLL
F‘j I —--—--—-"—-"—-—"=—-"=-=-=-- |
»
DeIayL g data RAM : Selv
| addr : >
T | wren P.msh : ] E/

— ! ° -
Periodic Pulse| [ : . : Zeout_1
Generator m|® - !

<. e o O N L
Z,(Rk) X| e Lo wren Piomn |,
. Sel T --o-o-oo o N
- data !
RAM
Counter Sel 1 w addr | .
Modulo:MN | wren = 9 | .
Clock Periodi : : | j
I ° | Sel
Counter Addr 1 | . ™=
»|data c »
Modulo:L addr »|addr I;AM : | X
H on.
Clock Period1 —*lwren_ M9MN ]! Ze_out_MN

Fig. 3. Hardware implementation of the Ping-Pong buffer oled This diagram shows the data buffer for the real gart(Rk). The
imaginary part uses a similar buffer structure.

Totally, (M N) multiplexers namedUX are used to select Ping RAMs or Pong RAMs to be connected to the

(M N) parallel output ports named,._out_1~Z._out_M N. These multiplexers are controlled by the select signal



generated by the up-count@ounter Sel 2Each output port sequentially outputs real part& eincorrelated fading
channels in the following format. In a period ¥/ NLL) clock cycles, the output potf._out_i serially outputs

the sequenceZ, RE), Z,

CL(i—1)+2

L ( (RE), ..., Z¢,,(Rk), for (M NL) times. In the next period, the variableis

increased by one and then an updating sequence is output wirttilar format. These outputs are fed to the CM

module to be multiplied with the coefficient of matri.

C. Correlation Multiplier Module

The proposed CM module is implemented by thé&xed P-Smethod, as shown in Fig. 4. It emplog$M N)
multipliers, five adders and two accumulators, all capableutputting results within one clock cycle. Two memory
banksRAMC and RAM D; stores the pre-computed coefficients of matri€esnd D, respectively. If the size
of matrix C is large which is often the case in wideband systems, then ibgldiagonal and upper-triangular
elements are stored to save memory space, thanks to its gyimmeperty [3]. Thej-th row of matrix C is
stored INnRAMC with (L — j + 1) coefficients. The addresses BAM C' are sequentially allocated ranging from
1lto % Two up-countersCounter 2and Counter 3 are used to generate the proper row and column indices
of matrix C, and an address convertor converts these indices intospameing read addresses BAMC'. The
address convertor converts these indices into correspgneiad addresses which read the specified coefficients.

Actually, the address convertor computes the read addrdsse

Read Address- (min{l,,l.} — 1) (max{lr, I} — W) + max{l,, I} @)

wherel, is the row index;l. is the column indexmin{} andmax} find the minimum and maximum values of
their arguments, respectively. The address convertorfaad/C' build up a storage submodule that implements a
symmetric storage method.

The size of matriXD is often small and coefficients of each column are storeRi/ D, throughRAM Dy n
separately. The up-counte&founterl and an adder generate the read addressRfdi\/ D; to output (M N)
coefficients simultaneously. If the siz&/ N) is large, then a similar memory schemerad M C maybe adopted for
RAMD;. In every clock cycle, the output @AM C' is multiplied with the outputs oRAM D; ~ RAM Dyn
to obtain(M N) coefficients of matrixE in parallel.

The vector multiplication in (4) is implemented by multiplg the (M N) coefficients of matrixE with the real
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and imaginary parts of the\/ V) uncorrelated Rayleigh channel responses stored in theRRing buffers. Results
are added together for the real and imaginary parts respggctand then two sums are sent to the two accumulators.
In a period of L clock cycles, the accumulator sums its inputs in the previbiclock cycles to obtain a single
output H.(w, Rk) or Hs(w, Rk). The outputs of the accumulators are down-sampled with anekampling rate

L before outputting to the interpolation module. Finallye timterpolation module take# . (w, R(k — 1)) and
H,/s(w, Rk) to produce all coefficients df,..(k) in real time. It's worth nothing that the Kronecker produanc

be computed alternatively by = \Il%x ® CI%SI first and therk = ‘III%LX ® D. The proposednixed P-Smethod can
implement this case by simply switching the contents?efM D and RAMC'. However, the best implementation

is to useRAMC to store the one with the largest dimension'bf{x, \Il%x, and CI%SI, and useRAM D for the
Kronecker product of the other two matrices.

In contrast to themixed P-Smethod, the emulator in [16] employedsarial method and three small RAMs
A, B,C to store the coefficients of the matricdséx, \Il,%x, and CI%SI. The emulator can meet the real-time
requirement only for a small value ¢/ N L). The serial method cannot compute fast enough to meet real-time
requirement when the channel has long CIRs and/or the syduvation reduces. Thaixed P-Smethod can solve
this problem. It employ$M N) parallel computational paths and can compute the Kronquieetuct(M N) times
faster than theserial method does. It also requires significantly less memoryespad multiplier utilization than a

pure parallel method that can output really fast. Therefilremixed P-Smethod achieves the best tradeoff between

computational speed and hardware resource utilization.

Counter 1
Modulo:MN E
Clk PeriodLL B c—:,U Down- | H.(w, Rk)
% ™ Sampling— =
(8]
Counter 2 <<

Modulo:L  [—| o
Clk PeriodL W Row Index

| Address |

RAMC |1

C 3 | Convertorl

M%léﬂtlgrL F’ Read Address

ik Poviodl Column Index ‘

i Storage Submodule

Fig. 4. Hardware implementation of CM module using thixed P-Smethod. In this design,M/ N) coefficients of matrixE are output

in parallel per clock cycle, and one row Bf is output in everyL clock cycles. The computational speed and hardware usagadarstable
in the mixed P-Smethod.

_ | Down= | He(w, Rk)
™ Sampling— ™

\ady/
A(matoﬁ

Zs_out_p N
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D. Interpolator Module

The interpolator module performs a linear interpolatiothvé rateR to generate fading coefficients at the symbol
rate. The structure of the interpolator module is shown . Bi where the inputs of the real and imaginary parts
from the correlation modulef.(w, Rk) and Hs(w, Rk), are processed separately in parallel through a common
control logic. In every M N L) BCPs, the enable control block controls the counter to as®drom 0 tq R—1) in
the firstR BCPs and to hold atR — 1) in the remaining M/ N L — R) BCPs. The counter output is normalized with
1/R. The real part inputf.(w, Rk), is delayed by(M NL)? BCPs and then subtracted from the original input.
The result is multiplied with the normalized counter outputd then added to the delayed ingiit(w, R(k — 1))

to obtain the interpolated.(w, k). The imaginary partis(w, k) is implemented similarly.

— H H.(w, Rk) — He(w, R(k — 1))

C [
> Delay (MNL)? [-#» >
H.(w, Rk e
> H.(w, k)
- %) w, Rk
%
»| Delay (MNL)?
HS(U},RIC ’_ Hg w k
Enable| _ [Counter 7
Control[™ | Modulo: R™ |

1/R

Fig. 5. Implementation of the interpolator module

IV. IMPLEMENTATION EXAMPLES

The proposed MIMO fading channel emulator was implementecm Altera Stratix 11l EP3SL150F1152C2N
FPGA/DSP development kit. The clock frequency in this immatation was,;,=50 MHz, which derived a clock
cycle 20ns. We used Quartus Il version 9.0, DSP Builder version 9.0, atlab Simulink for this development,
and hardware-in-the-loop (HIL) method for testing.

Two MIMO fading channel examples were implemented on thelatouto evaluate accuracy and capability
of this emulator. The first example demonstrated feagibdit the emulator in underwater communications by

emulating a 2-by-6 underwater acoustic channel with lonB9G=100 and a long symbol duratidf,=250 us.
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The second example emulated a WiMAX 2-by-2 fading channéi wishort symbol duratiofi,=0.8 us and short
CIRs L=5, and proved the emulator to be suitable for high data ratencunication channels. In order to evaluate
accuracy of this emulator, the auto/cross-correlatiortions of its output waveforms were computed and compared

to theoretical ones.

A. Implementation Example | - Underwater Acoustic Channel

The 2-by-6 underwater acoustic channel was implementatyubie following configuration. This underwater
communication system consisted of two transmit elemends si hydrophones placed as shown in Fig. 6. The
angle of arrival and the angular spread wép8 and 10° respectively. The 100-tap power delay profile linearly
ramped up from 0.2 to 1.8 in the first 40 taps, and then fell dnom 1.8 to 0.27 in the 40-100 taps. Its total
power was normalized to one. The Tx and RXx filters were squ@erased-cosine filters with a roll-off factor 0.3.

The cross-correlating matri@?SI was computed according to (17) in [3].

T A6 ems
- J 8cm
120 cm 10 ; dcm |
N 8cm
N /6,cr/'n
T Rx

Fig. 6. The placement of transmit elements and hydrophoh#sainderwater communication system. This is a 2-by-6 MINt@erwater
acoustic communication system where the speed of the acaastier is 1500 m/s and the frequency of the carrier is 15.KFhe wavelength
of the carrier isA\=10 cm.

Other implementation parameters were selected/a$, N=2, =100, 7,=0.8 us, f;=40 Hz, andR=10. The

square roots of the correlation coefficient matrides, and ¥ i, were pre-computed and shown as:
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1 0.9881  —0.1539

—0.1539  0.9881

v =
09793 —0.1418 0.0926 —0.0725 0.0616 —0.0563
—0.1418 09716 —0.1378 0.0901 —0.0711  0.0616
0.0926 —0.1378 0.9697 —0.1369 0.0901 —0.0725
—0.0725 0.0901 —0.1369 0.9697 —0.1378  0.0926
0.0616 —0.0711  0.0901 —0.1378 0.9716 —0.1418
—0.0563 0.0616 —0.0725 0.0926 —0.1418  0.9793

Based on the outputs of the emulator, auto/cross-comaeldtinctions of several subchannels, including the
auto-correlation ot 1(75, k), the cross-correlation betweén (75, k) andh; 1(76, k), and the cross-correlation
betweenh, (75, k) andhq 1(75, k), were computed offline and plotted in Fig. 7. According to)(i® [3], their
theoretical correlation functions were 0.7155, 0.117d,-ab.1774 multiplying by [27 f4 (k1 —k2)

Ty], respectively.
As can be seen, the results of hardware outputs closely edhttie theoretical ones.

o Theoretical Result, auto—corr of h1, (75,k)
08k - - -Hardware Output Result, auto—-corr of h1’1(75,k)
B x Theoretical Result, xcorr of h1y1(75,k) and h1,1(76'k)
0.6*(\: .......Hardware Output Result, xcorr of h1,1(75’k) and h ' (76,k) |
o + Theoretical Result, xcorr of h1’1(75,k) and h2,1(75'k)
0.4r '.l .-.- Hardware Output Result, xcorr of h1.1(75,k) andh,(75,k) ||
02 &
29 ©
‘xx‘xll“';‘ -‘+ xa: +"‘+ ooo QQ ol
R, PR o :S :::rsxxx :’::mfﬁx LY L
l-,*’y . P o‘dé Oo O‘b
-0.2 o o'
o’
-0.4 i i I i i I i i i
0 0.5 1 15 2 25 3 35 4 45 5

Normalized Time Lag: kdeS

Fig. 7. Performance of underwater acoustic fading chanmellator: Auto-correlation ohy,1 (75, k), cross-correlation betweén (75, k)

andh1,1(76, k), and cross-correlation betweén (75, k) and h2,1(75, k). The channel index is according to (3). The results are based
hardware outputs of 200 trials withx 10® samples pre subchannel per trial



14

B. Implementation Example Il - WiMAX Channel

The proposed emulator also implemented the WIMAX 2-by-2irfgdchannel example. The implementation
parameters were selected 86=N=2, T,=0.8us, f41s=0.001 andL=5. The angle of arrival, the angular spread,
and the Tx and Rx filters were the same as those used in thewstderexample. The distances between two
transmit elements and two receive elements wiee and 0.5\, respectively. The power delay profile contained
three taps and was given by the SUI-3 model [20], which wataBle for mostly flat terrain with moderate tree

densities. The coefficients af3, , ¥? , andC}4, were pre-computed and listed as:

1 0.9881 —0.1539 1 0.9941 0.1083

v o= RN :

x

—0.1539  0.9881 0.1083 0.9941

0.0005  0.0015 —0.0013 —0.0013 0.0036
0.0015  0.0044 —0.0043 -0.0123 0.0099
Cisr=| —0.0013 —0.0043 0.8776  0.0512 —0.0056

—-0.0013 -0.0123 0.0512  0.3601  0.0048

0.0036 0.0099 —0.0056 0.0048  0.0252

The short symbol duration caused a higher real-time reogirg that expected.5 x 107 complex responses to
be generated per second. The short CIRs reduced compuatfatioe of Kronecker product and thus lower the
real-time requirement, to some extent. Taking the shortt®}rduration and CIRs into consideration, we $&t3

to met the real-time requirement.

Auto/cross-correlation functions of several subchanriaduding the auto-correlation of; ;(0, k), the cross-
correlation betweerh; (0, %) and h; ;(1,k), and the cross-correlation betweén;(0,%) and hq(1,k), were
computed offline and plotted in Fig. 8. Their theoreticalretation functions were 0.7728, 0.0634 and —0.0193
multiplying by Jo[27f4(k1 — k2)Ts], respectively. As can be seen, auto/cross-correlatiootifums of hardware

outputs matched the theoretical ones very well.
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Fig. 8. Performance of WIMAX fading channel emulator: Awtorrelation ofh,,1 (0, k), cross-correlation betweén ; (0, k) andhy, 1 (1, k),

and cross-correlation betweén 1 (0, k) and ho,1(1, k). The channel index is according to (3). The results are baseldardware outputs
of 50 trials with2.8 x 10* samples per subchannel per trial.

V. PERFORMANCEEVALUATION

In addition to accuracy, we evaluated other performanceleoproposed emulator including speed and hardware
usage. The speed of this emulator was compared to the emgi®] which employed &erial method. Moveover,

multipliers and memory utilization of thenixed P-Sand serial methods were analyzed and compared. Finally,

parameter specifications and detailed hardware usage q@rtiposed emulator were presented.

A. Performance Comparison of Serial and Mixed P-S methods

The proposed emulator with theixed P-Smethod can comput@é(o) and generate correlated fading complex
responses much faster than its counterpart in [16] withst#réal method. The cost was higher hardware utilization,
especially multipliers, which were used to construct npldticomputational paths. The speed comparison for typical
values of M, N, and L was shown in Fig. 9 which clearly demonstrated thatritired P-Smethod saves a large
amount of time. The y-axis indicated the number of clock egdhat were required to generate one correlated

fading complex response. As can be seen, when the two methedsset to the same values bf, N, and L,
respectively, themixed P-Smethod was(M N) times faster than theerial method. Note that theerial method
required more clock cycles when eithgvl x V) or L increased. But thenixed P-Smethod demanded more clock

cycles only whenL increased.

The mixed P-Smethod used more multipliers to construct parallel comjmnal paths in the CM module; while
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Fig. 9. The time of generating one correlated fading compéssponse in theerial andmixed P-Smethods. The time is counted by clock

cycles.
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Fig. 10. The numbers of multipliers needed by #eial method and thenixed P-Smethod.
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the serial method used a small constant number of multipliers. Theiptiglt utilization of the two methods in

the CM module was shown in Fig. 10. Thleerial method employed seven multipliers to implement one serial

computational path irrespective of the valuesiéf N, and L. Themixed P-Smethod employed a variable number

of multipliers, which was equal t@3M N).

When the fading channel had long CIRs, the memory usage @wingta large size matri>CI%SI could be

drastically reduced by making use of the symmetric propeftynatrix CI%SI. The numbers of memory words

required by a full storage and the proposed symmetric storagthods were shown in Fig. 11. As can be seen,

the full storage method needdd® words, and the symmetric storage method only neeﬁ@gi) words that

approximately saved half number of words.
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Fig. 11. The memory usage of the full storage and the propsgeunetric storage methods. The memory usage is countedetyutinber
of words.

B. Parameter Specifications and Hardware Usage

The proposed MIMO fading channel emulator is flexible in paeter selection and can be customized to simulate
channel scenarios other than the examples presented ladte.lShows the parameter ranges of the emulator with

the FPGA chip clockF,;;=50 MHz.

TABLE |
PARAMETER RANGES OF THE PROPOSED EMULATOR WITH;x=50 MHz.

Number of | Number | Normalized | Output Speed
Rx, and Tx | of taps | DopplerTsf; | (Samples/sec
3.125¢<10%x
(MN) <16 | L <100 | 1.9x107°~1 | Rx(MNL)

According to Table I, the proposed emulator can emulate afiyl® antenna array combination of Rx and
Tx up to (M N)=16, including2x2, 2x8, 3x3, 4x4 and so on. The maximum number of channel téj<00
covers most of practical long CIR fading channels includimglerwater acoustic channels. The proposed emulator
stores the normalized Doppler frequerityf, in the Q1.19 format to ensure high accuraﬁéy: 1.9 x 1076, The
emulator can generat@% complex samples per second. Each complex sample consiste okal and
imaginary parts represented by the Q4.14 format. For themvater acoustic channel with;=250 ps, the real-
time requirement can be met by settiRg10. For the WiIMAX channel with7s=0.8 us, the real-time requirement
can be met by settindg=3. For channels with smaller symbol durations, the reaétrequirement can be met by

increasing the clock frequency aritl

The hardware usage of previous two implementation examgleammarized in Table Il, where ALUT, DLR,
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BM, DSP, and LU denote adaptive look-up table, dedicated loggister, block memory, DSP block (high-speed

18-bit multiplier), and overall logical utilization, resptively.

TABLE I
RESOURCE USAGE OF TWO EXAMPLES OMSTRATIX |1l EP3SL150F1152C2N FPGWVITH Fi;,=50 MHz
ALUT | DLR | BM bits | DSP | LU
14845| 4042| 1241613 78
Underwater (13%)| (4%)| (22%) (20%) 14%
11926| 3301| 659407 | 35
WIMAX (10%)| (3%)| (12%) (9%) | 12%

Compared to the WIMAX one, the underwater example employerhardware resources. Especially, it employs
approximately double-size BMs and DSPs, since the impléatiens of Ping-Pong buffers, large sigéAM G and
parallel computational paths. Note that the total logicilizations of two examples are only2% and 14% of
the whole FPGA chip, respectively. The low hardware utilaza makes it possible to implement other functional
modules on the same FPGA chip.

The capability and hardware usage of the proposed emulegoccanpared with those of the existing emulators
in Table Ill. The numbers of LE, memory block, and DSP elemeare based on the WIMAX channel emulator
with M NL = 160 for the proposed emulator and the one in [19]. TAEN L) for other emulators are listed in
the table. It is clear that the capability of the proposed latou is much higher than the existing ones; while the

hardware usage of the proposed emulator remains very low.

TABLE Il
RESOURCE USAGE COMPARISONS OF RELATERAYLEIGH FADING CHANNEL EMULATORS.
Proposed Emulator Emulator Emulator Emulator
Emulator in [11] in [19] in [14] in [15]
Logic Unit 15227 (LE) 3557 (LC) 44240 (LE) 22272 (LE) 46357 (LC)
Block Memory 659407 Unknown 1920089 Unknown 440960
DSP Element 35 Unknown 194 Unknown 136
RxxTx MxN ! 1x1 MxN 2 4x4 4Ax4
Number of Taps Lt 3 L? 9 Unknown
On-chip CI%SI Calculator No No Yes No No
Temporal Correlation SoS Spectrum filtering SoS Spectrum filtering SoS
Inter-tap Correlation Yes Yes? Yes? No Unclear
Spatial Correlation Yes No Yes No Unclear

Note: 1. The numbers of Rx, Tx, and taps meet the relationgfifyV L)<1600.
2. The numbers of Rx, Tx, and taps meet the relationgtipN L) <160.
3. The inter-tap correlation is impl§mented by upsamplimgass band.

4. The inter-tap correlation matri&' 2, is calculated on chip.
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C. Interfacing with Digital Up-Convertor and Down-Convert

Although the proposed MIMO fading channel emulator wasetdiy the HIL modules via Simulink, it can
be easily integrated with the digital up-convertor and demnvertors to generate intermediate frequency (IF)
channel waveforms. The IF channel waveforms can be furtbeverted via analog mixers to generate RF channel
waveforms. Altera provides several readily designed aligi convertors for Stratix Il DSP development kit as
DSP Builder Simulink models [21]. The Stratix [l DSP devetoent kit has two HSMC interfaces that can interface
with two daughter boards, each having two ADCs and two DARss & 4-by-4 MIMO channel with IF waveforms

can be easily integrated.

V1. CONCLUSIONS

A wideband MIMO fading channel emulator with accurate clatien properties has been proposed. The emulator
employs a noveinixed P-Smethod to increase the speed of incorporating correlatioctions. This improvement
makes the emulator capable of emulating MIMO fading chanméth a high data rate, large MIMO size, and
long CIRs in real-time. Two MIMO fading channel examples ofderwater acoustic and WiIMAX have been
implemented on one Altera Startix Il FPFGA/DSP developmid@htand evaluated in aspects of accuracy, speed,
and hardware usage. Results exhibit that the proposed Emelaploys low hardware resources and can generate

accurate MIMO fading channel responses in real time.
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