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Abstract—The analysis of a multi-source single-destination
network of mixes is considered under strict latency constraints
at each mix. Mixes are relay nodes that accept packets arriving
from multiple sources and release them after variable delays to
prevent an eavesdropper from perfectly identifying the sourcesof
outgoing packets (also, the contents of the packets are encrypted
to prevent these from being used to correlate the arrivals to
the mix with its departures). Using an entropy-based measure to
quantify anonymity, the anonymity provided by such a single-
destination network of mixes is analyzed, with the focus on
light traffic conditions. A general upper bound is presented that
bounds the anonymity of a single-destination mix network in
terms of a linear combination of the anonymity of two-stage
networks. By using a specific mixing strategy, a lower bound
is provided on the light traffic derivative of the anonymity of
single-destination mix networks. The light traffic derivative of
the upper bound coincides with the lower bound for the case of
mix-cascades (linear single-destination mix networks). Thus, the
optimal light traffic derivative of the anonymity is characterized
for mix cascades.

I. I NTRODUCTION

Mix networks, first proposed by David Chaum [1], are used
extensively on the Internet to facilitate anonymous commu-
nication in applications such as e-mail and web browsing.
Conceptually, mixes are relay nodes or proxy servers that
accept packets from multiple nodes and output them in a
manner that makes it infeasible for an external observer to
determine the originating sources of transmitted packets per-
fectly. Specifically, a mix uses encryption techniques, random
delaying, and reordering of packets to minimize the informa-
tion available to an eavesdropper. As expected, delaying and
reordering would increase the latency of transmitted packets.
Alternatively, if mixes are subjected to hard delay constraints,
then theanonymityachievable decreases. In [2], we studied
the anonymity of a single mix under a hard delay constraint,
and provided inner and outer bounds on the fundamental
trade-off between latency and anonymity. In this work, we
analyze the anonymity of a single-destination network of
delay-constrained mixes, with the focus being on light traffic
conditions.

Consider the example network as shown in Figure 1, where
a set of source nodes are connected to a single destination
through anin-tree network of mixes. The sources transmit
packets according to independent Poisson processes. Each mix

is allowed to delay packets arbitrarily subject to a maximum
delay constraint, and the strategies of the mixes in the network
are designed jointly. The eavesdropper, Eve, observes the
transmission times of packets between every pair of nodes
in the network. Since packets are encrypted, she cannot use
the contents to determine the path of any packet except for
the link it was observed on. Using the timing information in
the observed point processes and her knowledge of the mixing
strategy, Eve’s goal is to determine the originating sourceof
every packet arriving at the destination node.

Based on the analytical model formulated in [2], we quan-
tify anonymity of mix networks using the entropy of the a
posteriori distribution (from Eve’s perspective) of originating
sources of the packets arriving at the destination. Our goalis to
investigate the maximum achievable anonymity as a function
of the network topology and the delay constraints of the
individual mixes. In this work, we analyze the anonymity of
general single-destination mix networks, with the focus being
on light traffic conditions.

Subsequent to the original design of a mixing strategy by
Chaum, different low latency mix networks were designed for
delay-limited applications [3]. However, a timing analysis of
incoming and outgoing processes [4] exposed the vulnerability
of such low-latency systems. Theoretical analyses of the
anonymity of mix networks or the fundamental trade-off be-
tween anonymity and latency in mix networks are limited. The
information-theoretic metric of anonymity of mix networks
proposed in [5] treats every departing packet independently
and does not take into account delay limitations and traffic
statistics. In [2], we quantified anonymity in a single mix
system using the complete observation of the eavesdropper,
and provided bounds on the maximum achievable anonymity
as a function of traffic load and the delay constraint. In this
work, we analyze the general class of single-destination mix
networks. We provide an upper bound for the anonymity
achievable in such a network in terms of the anonymity of
related two-stage networks, and provide a lower bound on
the light traffic derivative of the anonymity for such networks
by analyzing a specific mixing strategy. For the case of mix
cascades (linear single-destination mix networks) the light
traffic derivative of our upper bound coincides with our lower
bound. A slightly related problem is the study of timing



channels with jammers [6] or spurious departures [7]. While
the goal in [6], [7] is to analyze the timing information that
can be relayed between a single source-destination pair in the
presence of an adversary, our task is to obfuscate the source
information of packets by multiplexing transmissions from
multiple nodes.

The remainder of the paper is organized as follows. In
Section II, we provide the mathematical formulation of the
problem, and provide a brief recap of the light traffic derivative
of single mix systems. In Section III, we present an upper
bound on the anonymity of general single-destination mix
networks. In Section IV, we provide a lower bound on the light
traffic derivative of anonymity of general single-destination
mix networks and prove its optimality for the class of linear
networks (mix cascades). Some concluding remarks are made
in Section V.

II. PROBLEM SETUP

A single-destination mix networkis defined by a3-tuple
M = (G,D,Λ). G = (V,E) is an in-tree directed graph,
where the set of nodesV can be divided into a set of leaf nodes
S = {S1, · · · , Ss} denoting the sources, a set of intermediate
nodesM = {M1, · · · ,Mm} denoting the mixes, and the root
nodeR that represents the final destination. Without loss of
generality, we letMm ∈ M be the only node in the graph
connected toR. D = (d1, · · · , d|M|) and Λ = (r1, · · · , r|S|)
are vectors of positive integers such thatriλ denotes the arrival
rate from sourceSi, anddjT denotes the delay constraint of
mix Mj . λ andT are positive real constants. We partition the
set of edges asE = Es

⋃

Em
⋃

Er where

Es = {(A,B) ∈ E : A ∈ S},

Em = {(A,B) ∈ E : A,B ∈ M},

Er = {(Mm, R)}.

An example of a single-destination mix network is shown
in Figure 1.
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Fig. 1. A Mix Network:
Es = {(S1, M1), (S2, M1), (S3, M2), (S4, M2), (S5, M3),
(S6, M3), (S7, M5)}, Em = {(M1, M4), (M2, M3), M3, M4), (M4, M5)}.
n1 = 2, n2 = 2, n3 = 3, n4 = 2, n5 = 2, s = 7, s1 = 2, s2 = 2, s3 =
4, s4 = 6, s5 = 7

{Ye(t) : e ∈ Es}, which represent the arrival processes,
are modeled as independent stationary Poisson processes
with their corresponding rates as specified byΛ. During the
operation of the network, on each edge(A,B) ∈ E, a stream
of packets is transmitted by nodeA to B, which is denoted
by a point processY(A,B)(t). This point process need not be

simple (i.e. batch transmissions are permitted).

Mix: Mix Mi ∈ M observes the processes{Y(A,Mi)(t) :
(A,Mi) ∈ E}, which is the set of incoming streams of packets
to the mix. The packets on any individual stream(A,Mi)
have identical headers, and the contents do not reveal any
information about the path of the packet prior to arriving at
nodeA. Each mix has exactly one outgoing stream (as is
evident from the tree structure of the network). Each arriving
packet on{Y(A,Mi)(t) : (A,Mi) ∈ E} may be delayed by
mix Mi using a randomized strategy subject to causality and
a maximum delay constraint ofdiT . A mix is allowed to
transmit multiple packets in a single batch, in which case the
order of packets within a batch does not matter. We assume
that the mixes do not share any common randomness, but the
strategies of the mixes can be jointly designed given complete
knowledge of the network topology. LetΨ(M) denote the set
of all valid mixing strategies for the networkM.
Eavesdropper: The eavesdropper, Eve, observes every in-
dividual point process in{Ye(t), e ∈ E}. As in the case
of the mixes, the individual packets on each stream are
indistinguishable to her. She is aware of the topology of the
network and the mixing strategies of all the mixes, but does not
have access to the realization of the private randomness used
by each mix to implement its randomized mixing strategy.
Using her complete knowledge, Eve’s goal is to determine
the original sources of the departed packets on the stream
Y(Mm,R)(t).

A. Anonymity

Consider the joint arrival processY(t) =
⋃

e∈Es
Ye(t)

to the network. Y(t) is a stationary Poisson process of
rate λ

∑

i ri. We know that each mix is connected to the
destination through exactly one directed path. For a mix
Mk, let Mk,Mk1 , · · · ,Mkn

,Mm be the sequence of mixes
on the directed path fromMk to the destination. Then let
lk = dk +

∑n

i=1 dki
+ dm. Note thatlkT is the maximum

delay that can be experienced by a packet from its arrival time
at mix Mk to its departure from the final mixMm. Define

lmax
4
= sup
k≤m

lk.

A packet transmitted by any source can be delayed in the
mix-network by at mostlmaxT seconds. Accordingly, the joint
arrival process is divided into cycles of observation. Eachcycle
is initiated by the arrival of a packet on the streamY(t) after
a period of at leastlmaxT seconds of no arrivals. The cycle
continues until the first time when there have been no arrivals
for at leastlmaxT seconds, up until the time the next cycle
is initiated by the arrival of a packet. Because of the delay
constraints on the mixes, every packet that arrived in the cycle
will depart the network before the cycle ends. Furthermore,the
joint arrival process within each cycle is i.i.d, with respect to
the Palm distribution relative to the starting time of cycles. (For
the basic facts about Palm theory, see e.g. [8], [9].) Without
loss of generality, we restrict ourselves to mixing strategies



that are Palm stationary from cycle to cycle. Then the joint
realization of all the point processes{Ye(t), e ∈ E} restricted
to a cycle is Palm stationary from cycle to cycle. In this Palm
stationary view, we focus on the cycle starting at time0, i.e. the
cycle initiated by the arrival of a packet at time0 to the mix-
network that has had no arrivals for at leastlmaxT seconds
(and is hence empty). The joint realization of all the point
processes{Ye(t), e ∈ E} restricted to this cycle is precisely
the complete observation available to Eve over this cycle, and
will be denoted byΘ. The underlying sample space on which
Θ is defined is the one supporting the arrival processes and
the individual private sources of randomness used by the mixes
in implementing their randomized strategies. Let this sample
space be denoted (Ω,F , P

0). We have used the notationP0

for the probability distribution to remind ourselves that we are
talking about a the Palm distribution over cycles.

Let N(Θ) denote the total number of arrivals in the cycle
starting at time0, of which Ni(Θ) packets belong to source
Si. The number of departing packets onY(Mm,R)(t) during
the cycle is thus alsoN(Θ). For each edgee ∈ E we choose
an ordering for the packets travelling over this edge during
the cycle, i.e we choose a way to index the realization of
{Ye(t), e ∈ E} over this cycle. The choice of this indexing
system is irrelevant; since the mixes are allowed to transmit
packets in batches, we may also consider any particular
ordering of packets departing in any batch over this edge.
Given the realization in the underlying sample space (i.e. the
realization of the arrival processes and the private randomness
of the mixes) and a mixing strategyψ ∈ Ψ(M), the action
of the mixes over this cycle can be viewed as determiningΘ
and then a sequence of bipartite matchings starting from the
points corresponding to the source transmissions in the cycle
through the points on the intermediate processes generatedby
the mixes until the points on the destination processYMm,R(t)
(restricted to this cycle)1. GivenΘ, we define random variables
X1, · · · ,XN(Θ), each taking values in{1, . . . , s}, by working
our way backwards through these bipartite matchings from the
destination processYMm,R(t) (restricted to this cycle), that is
to say, since this process hasN(Θ) points indexed in some
way, we letXk(Θ) denote the originating source of thek-th
of theseN(Θ) departing packets. The eavesdropper cannot, of
course, determine the realization ofX1, · · · ,XN(Θ). However,
the joint distribution ofX1, · · · ,XN(Θ), conditioned onΘ,
under P

0, is precisely the a posteriori distribution that the
eavesdropper has over the originating sources of the departing
packets over this cycle, conditioned on her available informa-
tion Θ.

Let Γψ(Θ) denote the entropy of the joint distribution of
(X1, · · · ,XN(Θ)).

Definition 1: The anonymityachieved by a mixing strategy

1The requirement that the mixing strategy be causal and constructed by
each mix based on its own private randomness of course restricts bothΘ and
the kinds of matchings that can result.

ψ ∈ Ψ(M) is defined as:

Aψ
M

(λT ) =
E

0(Γψ(Θ))

E0(N(Θ))
,

whereE
0 is the Palm expectation corresponding to the Palm

distributionP
0.

It is a standard fact in Palm theory that this quantity, even
though defined in terms of the Palm distribution corresponding
to a particular way of decomposing the dynamics into cycles,
is really an ergodic quantity, i.e. other ways of decomposing
the dynamics into cycles (as long as one can describe the a
posteriori distribution of the eavesdropper over ways of asso-
ciating departing packets to originating sources as a function
of cycles) will result in the same quantity. For details, seethe
discussion on transfer formulas in [8]. This observation will
be used in one of the later results.

We have given a very elaborate sample space description
of the system prior to defining the anonymity of a policy, in
order to clarify the subsequent discussion. This definitionis
identical to the one that was made for single mixes in [2],
where it was not necessary to be so elaborate.

The maximum achievable anonymity in the mix-networkM

is given by:

AM(λT ) = sup
ψ∈Ψ(M)

Aψ
M

(λT ).

It is easy to see0 ≤ AM(λT ) ≤ log(s).
The focus of this work is on understanding the maximum

anonymity of M under light traffic conditions, which we
discuss via the light traffic derivative:

∆0(M) = lim
λT→0

d

dλT
AM(λT ).

To be concrete, we will think ofT as fixed and letλ→ 0.
In the following subsection, we briefly recap the optimal

light traffic performance of a single-mix system from [2].

B. Recap: Single Mix

In [2], we analyzed the anonymity of a single mix with two
arrival processes with equal rateλ. Note that this is a special
case of a mix-network. From Theorem 3 of [2], we know that
the light traffic derivative of a single mix systemM1 with two
equal rate sources is given by:

lim
λT→0

d

dλT
AM1

(λT ) = 1.

Using the same strategy and techniques used in [2], follow-
ing is a straightforward generalization of the result to a single
mix with k sources with unequal arrival rates.

Theorem 1:Let Mk
1 = (Gk1 ,D

k
1 ,Λ

k
1) be a mix-network

with k sources transmitting packets at ratesr1λ, · · · , rkλ
respectively, and a single mix with delay constraintdT . Then,

lim
λT→0

d

dλT
AMk

1

(λT ) =
d

∑

rk











k
∑

j=1

rk





2

−

k
∑

j=1

r2k







4
= ∆1

0(Λ
k
1 , d).



We now proceed to present our results on single-destination
mix networks.

III. G ENERAL UPPERBOUND

In this section we give an upper bound on the maximum
achievable anonymity of a single-destination mix network,as a
linear combination of the anonymity of smaller subnetworks.
We will later use this upper bound to characterize the light
traffic derivative for linear networks (mix cascades).

Let nk denote the number of incoming edges to mixMk,
i.e., nk = |{(A,Mk) : (A,Mk) ∈ E}|. Each packet stream
observed byMk contains packets from some set of sources,
and these are mutually disjoint. LetSk,1, · · · , Sk,nk

represent
the respective sets of originating sources of packets on each
incoming stream. Let the number of sources connected toMk

through theith incoming edge be|Sk,i| = sk,i and the total
number of sources connected toMk be

∑nk

i=1 sk,i = sk.
For each mixMk ∈ M in network M, we define an

auxiliary networkMk = (Gk,Dk,Λk). Gk is obtained from
G after the following modifications:
1. From graphG, remove all mixes that do not relay packets
from sources2 in

⋃nk

i=1 Sk,i.
2. From graphG, remove all mixes that occur in the forward
path fromMk to R and connectMk to R by a single edge.
3. From graphG, for every incoming edgeek,i toMk, replace
the subgraph3 that connects the sources inSi toMk by a single
mix M ′

k,i.
4. For everyi, remove all the sources inSk,i and their source
edges, and replace them by a single sourceS′

k,i. If a source
that was replaced was directly connected toMk in M, then
the new source replacing it is also connected directly toMk.
Otherwise,S′

k,i is connected toM ′
k,i.

In the auxiliary networkMk, Λk is an nk length vector
and the vectorDk has length no greater thannk + 1. The
arrival rate from sourceS′

k,i is sk,iλ. The delay constraint of
mix M ′

k,i in Mk is the maximum total delay on a directed
path in the replaced subgraph. The delay constraint of mix
Mk in Mk is lk. It is easy to see thatMk is also a single-
destination mix network. Its anonymity, denotedAMk

(λT ), is
given using Definition 1. See Figure 2 for an example of an
auxiliary network.

M ′
4,1

M ′
4,2

M4

S′
4,1

S′
4,2

R

Fig. 2. Auxiliary network for mixM4 in Figure 1

2Such a mix would not be connected toMk in the unique path from it to
the root.

3Note that, due to the in-tree nature ofG, the corresponding subgraphs for
the incoming edges toMk are mutually exclusive

Theorem 2:For a single-destination mix networkM,

AM(λT ) ≤

m
∑

k=1

AMk
(λT )

sk
s
,

whereMk is the auxiliary network for mixMk in M.
Proof: Consider the set of incoming edges into the final
mix Mm in M, denoted byem,1, · · · , em,nm

. For each edge
em,i that does not originate at a source, we define aresidual
networkMm,i = (Gm,i,Dm,i,Λm,i) as follows:Gm,i is the
subgraph that connects the sources inSm,i to Mm in G, such
that Gm,i includesSm,i and nodeMm. This subgraphGm,i
would also be an in-tree graph withMm as the root node.
Let Mm,i denote the final mix4 in this residual network. The
delay constraint of every mix inMm,i is identical to that in
M, except forMm,i, whose delay constraint inMm,i is the
sum of its delay constraint inM anddm. The arrival rates of
sources inMm,i are identical to their arrival rates inM. See
Figure 3 for an example.

M3

M2

M4

S5

S6

S3

S4

Fig. 3. Residual network for edge(M3, M4) in Figure 1

Lemma 1:For a single-destination mix networkM,

AM(λT ) ≤ AMm
(λT ) +

nm
∑

i=1

sm,i
s

AMm,i
(λT ).

where Mm,k is the residual network for edgeem,k in M.
(If em,i originates at a source the expressionAMm,i

(λT ) is
interpreted as0.)
Proof: As in the discussion leading up to the definition of
anonymity, consider the cycle started by the arrival of a packet
in Y(t) after a duration of length at leastlmaxT without any
arrivals. Given any mixing strategyψ ∈ Ψ(M), assumed
Palm stationary without loss of generality, letΘ denote the
observations of the eavesdropper over this cycle, withN(Θ)
arrivals, of whichNi(Θ) packets are transmitted by sourceSi.
Let X1, · · · ,XN(Θ) be as defined in Section II-A; eachXk

takes values in{1, . . . . , s} and denotes the originating source
of thek-the departure from the network, where the departures
have been listed in some arbitrary manner. By definition, we
have

Aψ
M

(λT ) =
E

0(Γψ(Θ))

E0(N(Θ))
.

whereΓψ(Θ) may also be written asHψ(X1, · · · ,XN(Θ)). It
is important to note that in the latter expression the entropy
is being calculatedafter conditioning on Θ, namely this
expression denotes a random variable (which is a function of
Θ).

4The final mix ofGm,i is the node inG that is connected toMm through
edgeem,i



Consider the final mixMm in M. Each edgeem,i to
Mm contains packets from an exclusive set of sourcesSm,i,
such that

⋃nm

i=1 Sm,i is the set of all sourcesS. Define
random variablesZ1, · · · , ZN(Θ) as deterministic functions of
X1, · · · ,XN(Θ):

Zi = j if Xi ∈ Sm,j . (1)

SinceZi is a deterministic functions ofXi we have

Hψ(X1, · · · ,XN(Θ))

= Hψ(Z1, · · · , ZN(Θ))

+Hψ(X1, · · · ,XN(Θ)|Z1, · · · , ZN(Θ)) ,

where this equation should be interpreted as holding after
conditioning on Θ, i.e. it is actually an equality between
random variables.

Lemma 2:For any mixing strategyψ in M,

E
0(Hψ(Z1, · · · , ZN(Θ)))

E0(N(Θ))
≤ AMm

(λT ).

Proof: Refer to the Appendix �

Consider the termHψ(X1, · · · ,XN(Θ)|Z1, · · · , ZN(Θ)).
Since Zis are deterministic functions ofX1, · · · ,XN(Θ),
any realization of the variablesZ1, · · · , ZN(Θ) would divide
X1, · · · ,XN(Θ) into mutually exclusive sets{{Xj : j ∈
Ii(Θ)} : i = 1 · · ·nm}, such that∀j ∈ Ii(Θ), Zj = i. Then,
for any strategyψ

Hψ(X1, · · · ,XN(Θ)|Z1, · · · , ZN(Θ))

≤

nm
∑

i=1

Hψ({Xj , j ∈ Ii(Θ)}|Z1, · · · , ZN(Θ)) ,

where again this inequality should be thought of as holding
after conditioning onΘ.

Lemma 3:For any mixing strategyψ in M

E
0(Hψ({Xj , j ∈ Ii(Θ)}|Z1, · · · , ZN(Θ)))

E0(N(Θ))
≤
sm,i
s

AMm,i
(λT ).

Proof: Refer to the Appendix �

Using Lemmas 2 and 3, Lemma 1 is proved. �

The proof of Theorem 2 follows from a recursive application
of Lemma 1 on the termsAMm,i

(λT ). �

IV. L IGHT TRAFFIC DERIVATIVE

Mix-Cascade: A mix-cascadeis a special case of a single-
destination mix network, where all mixes lie on the same
directed path to the destination (see example in Figure 4).

RM1 M2 M3
S1

S2

S3

S4 S5

Fig. 4. Example of a Mix cascade

Theorem 3:For any single-destination mix networkM,

∆0(M) ≥

m
∑

k=1

lk
s











nk
∑

j=1

sk,j





2

−

nk
∑

j=1

s2k,j






.

If M is a mix-cascade:

∆0(M) =

m
∑

k=1

lk
s











nk
∑

j=1

sk,j





2

−

nk
∑

j=1

s2k,j






.

For a mix-cascade, note that the optimal light traffic deriva-
tive is equivalently expressible in the form:

∆0(M) =

m
∑

k=1

sk
s

∆1
0(Λk, lk),

where∆1
0 is the single mix light traffic derivative (see Theorem

1), andΛk is the set of sources in the auxiliary network for
Mk. Observe that the above linear form of the light traffic
anonymity is identical to that in the upper bound of Theorem
2.

The theorem is proved by specifying a mixing strategy and
characterizing its light traffic derivative. Since we are free to
choose the strategy in this approach, we work with a strategy
ψ that does not explicitly depend onλ, but does depend on
T . In discussing the light traffic derivative, think ofT as fixed
andλ→ 0, soψ is unambiguously defined.
Proof: Lower bound for general mix-networks For any
strategyψ, let Θ denote the information available to the
eavesdropper over the cycle starting at time0 in the Palm
stationary view with respect to cycles. We have

Aψ
M

(λT ) =
E

0(Γψ(Θ))

E0(N(Θ))
=

∑∞
n=2 P

0(N = n)E0(Γψ|N = n)

E0(N)
.

For a Poisson arrival process, it is easily shown that cycles
with more than2 packets do not contribute to the light traffic
derivative, and∆0(M) is lower bounded as:

∆0(M) ≥ lim
λT→0

d

dλT

E
0(Γψ(Θ))

E0(N(Θ))

= lim
λT→0

d

dλT

[

P
0(N(Θ) = 2)E0(Γψ(Θ)|N(Θ) = 2)

E0(N(Θ))

]

. (2)

Our lower bound for the light traffic derivative is achieved
by the following strategy, denoted byψl. Mix Mk in M waits
for an arrival after an idle period of at leastlmaxT seconds. All
packets that arrive in thedkT−second period following this
arrival are transmitted along with this arrival in a single batch
at the end of thedkT−second period. During the(lk − dk)T
second period following this batched transmission, all packets
that arrive toMk are transmitted without any delay. At this
point (i.e. lkT seconds following the initiating arrival), the
mix resets and waits for a new arrival to restart this process.
Note that the initial wait forlmaxT seconds was merely an
initialization step in the strategy.

Owing to (2), we can restrict our analysis of the strategyψl
to cycles withN(Θ) = 2 packets. The maximum achievable



entropy in a2−packet cycle isΓ = 1, which occurs when
the two packets belong to different sources and eventually
depart in a single batch from the final mixMm. Consider the
following events defined with respect to the cycle initiatedby
a packet arriving at time0 after a duration with no arrivals of
length at leastlmaxT :

E2: N(Θ) = 2.
Eai,j : There is exactly one arrival each fromSi andSj , with
the packet fromSi initiating the cycle.
Eψl

i,j : A packet fromSi and a packet fromSj depart in a
batch from mixMm, when strategyψl is used.

We can write

E
0(Γψl(Θ)|E2) =

s
∑

i=1

∑

j 6=i

P
0{Eai,j

⋂

Eψl

i,j |E2}

=

s
∑

i=1

∑

j 6=i

P
0{Eai,j |E2}P

0{Eψl

i,j |E
a
i,j , E2} .

Since all sources transmit at equal rate, fori 6= j,

P
0{Eai,j |E2} =

1

s2
. (3)

Let li,kT andlj,kT denote the total delay experienced by the
packets fromSi, Sj respectively until they reachMk, where
Mk denotes the first mix at which the paths fromSi andSj
to the root meet.

Lemma 4:

P
0{Eψl

i,j |E
a
i,j , E2} =

max{0, (lk + li,k − lj,k)T}

lmaxT

−
max{0, (−lk + li,k − lj,k)T}

lmaxT
+o(λT ) .

Proof: Refer to the Appendix. �

Combining the terms for(i, j) and (j, i) in Lemma 4 and
using (3), we can write

E
0(Γψl(Θ)|E2)

=
1

s2

m
∑

k=1

nk
∑

i=1

nk
∑

j=1,j 6=i

sk,isk,j

(

lk
lmax

+ o(λT )

)

=
1

s2

m
∑

k=1

lk
lmax











nk
∑

j=1

sk,j





2

−

nk
∑

j=1

s2k,j






+ o(λT )

4
= Γ2 + o(λT ).

Using the properties ofM/D/∞ queues, we know that

P
0(E2) = (1 − e−slmaxT )e−slmaxT ,

E
0(N(Θ)) = eslmaxT .

Therefore, using (2), we can write

∆0(M) ≥ lim
λT→0

d

dλT

(1 − e−slmaxT )(Γ2 + o(λT ))

e2slmaxT

= slmaxΓ2

=
m

∑

k=1

lk
s











nk
∑

j=1

sk,j





2

−

nk
∑

j=1

s2k,j







Upper bound for Mix-cascades: Using Theorem2,

∆0(M) ≤

m
∑

k=1

sk
s

lim
λT→0

d

dλT
AMk

(λT ).

Therefore, to prove the theorem, it is sufficient to show that:

lim
λT→0

dAMk
(λT )

dλT
≤
lk
sk











nk
∑

j=1

sk,j





2

−

nk
∑

j=1

s2k,j






.

In a mix-cascade, each mixMk has at most one incoming
packet stream that does not arrive directly from a source node.
Therefore, the auxiliary networkMk for any k ≤ m would
contain at most two mixes (see Figure 5). IfMk contains
only one mix, then the statement of Lemma5 follows from
Theorem 1.

M ′
2 M2

sk,1λ

S4

S3

e1

Fig. 5. Equivalent NetworkM2 for mix M2 in Figure 2

When the auxiliary networkMk for mix Mk contains two
mixes, let the penultimate mix be denoted byM ′

k. The delay
constraint of mixM ′

k is (lmaxT − lkT ), and that of mixMk

is lkT . There is exactly one source connected toM ′
k with

transmission ratesk,1λ, and there arenk−1 sources connected
directly toMk with equal transmission ratesλ. We label the
sourcesS′

1, · · · , S
′
k such thatS′

1 is connected toM ′
k.

Consider a modified definition of cycles in the joint arrival
process to analyze the anonymity of this network. A cycle
starts following an idle period ofexactlylmaxT seconds, and
continues until the first time an idle period of exactlylmaxT
seconds occurs after the arrival of at least one packet from any
of the sourcesS′

2, · · · , S
′
nk

. We refer to the first packet that
arrives in a cycle from any of these sources as the defining
packet of the cycle. According to this definition of a cycle, all
packets that arrive prior to the defining packet would be from
sourceS′

1, while packets arriving after the defining packet
could be from any source. We consider the Palm stationary
situation with respect to such cycles and letΘ denote the
observation of the eavesdropper over the cycle that starts at
time 0 after an idle period of duration exactlylmaxT (note
that there is now no packet at0, but there is some packet at
time −lmaxT ). Whatever the strategyψ of the two mixes, all
packets arriving during this cycle must leave before the end
of the cycle, so if we letΓψ(Θ) denote the entropy of the a
posteriori distribution of the eavesdropper over the originating



sources of the departing packets over this cycle when the
mixesMk andM ′

k use strategyψ, then the optimal light traffic
derivative is given by:

∆0(Mk) = sup
ψ

lim
λT→0

d

dλT

E
0(Γψ(Θ)

E0(N(Θ))
.

The form of the upper bound in the statement of the theorem
is reminiscent of the formula for the light traffic derivative
of the anonymity in a single mix with multiple sources that
was present in Theorem 1. This analogy can be understood
by considering the mixMk as receiving input flows all but
one of which are Poisson, while one of the inputs is the
output from mixM ′

k. With the current definition of cycles
one can view the portion ofΘ for a durationlmaxT after
the defining packet of the cycle as a Poisson process with
rate skλ, the approximation becoming increasingly accurate
in light traffic, irrespective of the strategy used by mixM ′

k,
while the portion ofΘ for a duration lmaxT prior to the
defining packet can be viewed as a Poisson process of rate
sk,1λ (comprised only of packets from the source to mix
M ′
k), the approximation becoming increasingly accurate in

light traffic, irrespective of the strategy used by mixM ′
k. In

light traffic it is still true that the contribution to the anonymity
is dominated by cycles containing exactly two packets, so we
may assume that one or the other situation obtains: either
there is a packet ahead of the defining packet or there is one
before the defining packet. The result comes from summing
the resulting individual contributions, each of which has aform
similar to that in Theorem 1. The details are available in [10].

V. CONCLUDING REMARKS

The main result in this paper is the characterization of the
optimal light traffic derivative for the anonymity achievable
by mix-cascades (linear single-destination mix networks). We
also provide a lower bound on the light traffic derivative of
the anonymity for general single-destination mix networks.
The strategy used to prove this bound is, however, not always
optimal. This can be explained by the fact that the proposed
strategy does not incorporate the common information about
absolute time available to the mixes. As opposed to the case of
mix-cascades, this common time reference can be exploited by
mixes working in parallel in a general single-destination mix
network to get a light traffic derivative strictly better than the
presented lower bound. An explicit example illustrating this
phenomenon is available in [10]. Finally, we also presented
an upper bound for the anonymity achievable in any single-
destination mix network in terms of simpler networks. This
can be combined with any upper bound for the anonymity of
single mixes with multiple inputs to give an explicit upper
bound on the anonymity of single-destination mix networks.
For instance, a technique similar to that used in [2] in the
case of two inputs can be used to generate such explicit upper
bounds.
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APPENDIX

Proof of Lemma 2

Consider the networkMm, where the subnetwork connected
to incoming edgeem,i is replaced by a single mixM ′

m,i. There
is a single sourceS′

m,i that transmits packets toM ′
m,i at a

rate equal to the total arrival rate in the replaced subnetwork.
The maximum delay allowed for mixM ′

m,i is equal to the
maximum delay that can be experienced by a packet within
the replaced subnetwork. As a result, any mixing strategy
employed by the mixes of the replaced subnetwork can be
simulated by the single mixM ′

m,i in Mm. Specifically,M ′
m,i

can use its randomness to thin the single arrival process
from S′

m,i into multiple independent Poisson processes to
simulate the multiple sources inSm,i. M ′

m,i then simulates
the actions of the mixes in the replaced subnetwork and
generates the corresponding intermediate point processes. This
constitutes a potentially suboptimal mixing strategy in the
mix network Mm, hence its associated anonymity is at most
AMm

(λT ). Note that in the mix networkMm the problem of
the eavesdropper is that of associating the departures withthe
corresponding aggregated arrival processes.

We now visualize the situation where a genie provides
to Eve the realization of the intermediate processes within
each simulated subnetwork (including the artificial arrival
processes created by thinning). Then Eve’s net observation
would be no different than what she would have observed
in the original networkM. Therefore, the a posteriori dis-
tribution, at the aggregated level, of sources of departing
packets inMm conditioned on the genie information (in
addition to the usual observations inMm) is identical to the
distribution of (Z1, · · · , ZN(Θ), whereΘ now represents the
overall information of Eve (i.e. the genie-provided information
and the usual observation inMm) which corresponds one-to-
one to observations that would have occurred in the network
M (note that the cycle structure was defined purely in terms
of the overall arrival process, so it does not change, since
lmaxT is the same in bothM andMm). When calculating the
numerator term for the anonymity in the networkMm in the
genie-aided case, we may first average over the information
provided by the genie. Thus the contribution in the genie-
aided case stands in relation to that in the non-genie-aided
case as conditional entropy does to entropy. Since conditioning
can only reduce entropy we conclude that the numerator term
E

0(Hψ(Z1, · · · , ZN(Θ))) is no bigger the numerator term in
the computation of the anonymity for the given potentially
suboptimal mixing strategy inMm, and since this in turn is
no bigger than the optimal numerator term in the computation
of anonymity ofMm, this completes the proof. �

Proof of Lemma 3

Consider the networkMm,i, the residual network corre-
sponding to edgeem,i in M. The delay constraint of the final
mix in Mm,i is the sum of its delay constraint inM and the
delay constraint ofMm in M. Therefore, any mixing strategy
in the original networkM can be simulated by the network



Mm,i as follows. All mixes common to networksM andMm,i,
except the final mix ofMm,i, use identical strategies. The
final mix of Mm,i uses its available randomness to simulate
the excluded arrival processes, and the strategies of the mixes
removed fromM (to obtainMm,i). Note that any arrivals from
the simulated arrival processes are just dummies and do not
have any real existence.

We now imagine a genie which, under this simulated
strategy, reveals to the eavesdropper the realizations of all
the simulated excluded arrival processes and the simulated
intermediate processes, and also, over the edge(Mm,i, R),
for each simulated departure, the identity of the simulated
incoming link to the simulated mixMm over which it arrived.
We decide to analyze the networkMm,i under this strategy
by using cycles defined in terms of an overall arrival process
including the true arrivals toMm,i and the simulated arrivals,
with the minimal length of idle period determining the end
of a cycle beinglmaxT , as in the original networkM. Then,
for the cycle starting at time0, in the Palm stationary view
with respect to cycles, Eve’s total observation (comprised
of the information provided by the genie and the original
observations inMm,i) would be no different from what she
would have observed in the original network when strategyψ
was used, which we may represent byΘ (as in the original
network), together with the information(Z1, · · · , ZN(Θ)).

Eve’s problem, in the networkMm,i, is that of associating
to the points going over the edge(Mm,i, R) their origi-
nating sources. When the potentially suboptimal simulation
strategy above is used and Eve is genie-aided, then in com-
puting this anonymity based on the above cycle structure,
the corresponding numerator term is the Palm expectation of
Hψ({Xj : j ∈ Ii(Θ)}|Z1, · · · , ZN(Θ)). This stands in relation
to the numerator term for the calculation of anonymity for this
strategy with this cycle structure in the absence of the genie as
conditional entropy does to entropy, and so is no bigger than
the latter. The denominator term in both cases isE(Ni(Θ)),
and so we get

AMm,i
(λT ) ≥

E
0(Hψ({Xj : j ∈ Ii(Θ)}|Z1, · · · , ZN(Θ))

E0(Ni(Θ))
,

(4)

where we have also observed that the proposed simulation
based strategy is potentially suboptimal. Finally, since we
assume all sources transmit packets according to independent
Poisson processes of equal rateλ, each packet is equally
likely to have arrived from any source. Therefore, the expected
number of packets in a cycle which belong to a subset of
sources with net ratesm,iλ is given by

E
0(Ni(Θ)) =

sm,i
s

E
0(N(Θ)). (5)

Combining (5) and (4), the lemma is proved. �

Proof of Lemma 4

Consider a two-packet cycle initiated at time0 by a packet
originating fromSi after an idle period of duration at least
lmaxT , and where the other packet is fromSj . Let Mk

be the first mix where the paths fromSi and Sj to the
destination node meet. Subsequent to mixMk, their paths to
the destination would be identical. In other words,Mk is the
only common mix on their paths, where the packets fromSi
andSj arrive on different edges. According toψl, in such a2
packet cycle, the packets fromSi andSj would be delayed by
diT seconds at every mixMi on their respective paths until
they reachMk. If and only if the delay between arrival times
of the packets atMk is within lkT seconds, the packets would
eventually depart in a batch from the final mixMm.

Let li,kT and lj,kT denote the total delay experienced by
the packets fromSi, Sj respectively until they reachMk. Let
τ > 0 denote the time of arrival of the second packet in the
cycle, i.e. the packet fromSj . Then,

P
0{Eψl

i,j |E
a
i,j , E2}

= P
0{|τ + lj,kT − li,kT | ≤ lkT

∣

∣Eai,j .E2}

=
e−max{0,−lkT+li,kT−lj,kT} − e−max{0,lkT+li,kT−lj,kT}

1 − e−lmaxT

=
max{0, (lk + li,k − lj,k)T} − max{0, (−lk + li,k − lj,k)T}

lmaxT
+o(λT ) (6)

This proves the lemma. �
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