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Abstract

Approximate pattern matching is comparing an input pattern with a target pattern with a specified error tolerance. This ability to

compensate for real-world sensor errors makes approximate pattern matching an ideal choice for a wide range of applications. This

paper shows that two n-bit patterns may be matched with a single stage nanotechnology architecture using 2nþ 1 unit area resonant

tunneling diodes (RTDs) and one RTD of 1.5 times the unit area. This architecture is reconfigurable for any target pattern and any

error tolerance. We analyze current and power characteristics of the architecture and develop configurations to minimize the same.

The robustness of the architecture to variations in device characteristics is also investigated.

r 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Pattern matching is a basic operation in many image
recognition and image understanding systems. Such
systems arise in a wide array of applications including
visual inspections for quality control, fingerprint and bar-
code recognition for security and robotic vision for
intelligent manufacturing. Most of such applications
demand high speed, flexibility, error tolerance, low com-
plexity and low cost.

Nanotechnology with its high speed, small footprint and
low-power requirement is a natural fit for such applica-
tions. A significant amount of research is already available
in the technology of nanodevices. This paper puts focus on
a novel application of these devices and bridges the gap
between device physics and practice. In particular, it
focuses on a nanotechnology architecture that compares
an input pattern with a target pattern using a minimal
number of resonant tunneling diodes (RTDs), each with

the same unit area. Unlike other implementations, this
architecture is not an assembly of basic Boolean gates and
consequently has a minimal number of interconnects. Since
interconnects limit the speed and power performance of
nanoelectronics, this architecture suffers less from the ill
effects of the nanowires. This architecture can take
advantage of parallel data available from sensor systems
such as charge coupled device (CCD) arrays. One can
program the architecture for any target pattern to fit the
application and for any error tolerance to compensate for
inevitable sensor errors. Because of its error tolerance, we
refer to this architecture as the approximate pattern

matching architecture (APMA).
Since approximate pattern matching is recognizing a set of

patterns, it may be accomplished by neural networks which
are historically used for similar problems [1]. However, such
networks require training and are much more complex than
the deterministic architecture we propose here. Many other
dedicated hardware solutions to the problem of pattern
matching are also available in Refs. [2–6], but none of these
are aimed towards nanotechnology.
Nanotechnology applications to digital logic, and in

particular those using RTDs, have been studied by several
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researchers [7–10]. However, the problem of pattern
matching has received relatively less attention. The
nanopipelined correlator in [8] can be adapted to solve
the problem of approximate pattern matching. This
correlator compares two patterns with ExOR gates and
then counts the number of mismatches using a multilevel
adder. Error tolerant pattern matching can be accom-
plished by comparing the number of mismatches from this
correlator with a preset error tolerance level. The APMA
realized as a single stage nanoelectronic circuit was first
presented by the authors in [11]. This paper further extends
and generalizes the concepts presented therein. We present
the current and power characteristics of the APMA and
develop strategies to minimize the same. The resultant
architecture has substantially less hardware complexity as
compared with the solution adapted from the nanopipe-
lined correlator [8].

This paper is organized as follows. In Section 2, we
define threshold functions and show that the approximate
pattern matching system can be viewed as a threshold
function. Section 3 introduces RTDs and the concept of a
monostable–bistable transition logic element (MOBILE)
architecture. We build on the MOBILE ideas to implement
the APMA using RTDs. We then analyze the architecture
for its average current and power characteristics. Section 4
provides a power efficient APMA solution that exploits the
availability of pattern complements in certain applications.
This architecture can potentially reduce the peak currents
in APMA by as much as ðn=2�Þ where n and � denote the
pattern length and the error tolerance, respectively. Section
5 extends the architecture to allow for reconfigurability.
This reconfigurable APMA can be programmed for any
target pattern and any desired error tolerance. The
architecture to match n-bit patterns uses 2nþ 1 RTDs of
unit area and one RTD of 1.5 times the unit area. It can be
programmed to take advantage of power efficient solution
of Section 4. Section 6 investigates the robustness of
APMA to device variations due to manufacturing. Finally,
Section 7 presents the concluding remarks.

2. Pattern matching and threshold logic

A function f ðx1;x2; . . . ;xnÞ is called a threshold function
if one can determine weights w1;w2; . . . ;wn and threshold T

(all real numbers) such that

Xn

i¼1

wixiXT if and only if f ðx1; x2; . . . ;xnÞ ¼ 1. (1)

We use the notation THðx;w;TÞ to describe a threshold
function with argument vector x, weight vector w and
threshold T. For example, aþ bc ¼ THða; b; c; 2;�1; 1;
0:5Þ. Note that these weights and thresholds are not unique.

Some basic gates such as AND, OR and NOT are
threshold functions. But Exclusive-OR gate or simple
functions such as abþ cd or abþ ac cannot be realized
as single threshold functions. In general, larger Boolean

functions are rarely threshold. However, we will show later
(Theorem 1) that the Boolean function corresponding to
the approximate pattern matching is a threshold function.
Threshold nature of some Boolean functions is easy to

establish. For example, an n input AND gate is a threshold
function THðx1;x2; . . . ;xn; 1; 1; . . . ; 1; n). Similarly an n

input OR gate is THðx1; x2; . . . ;xn; 1; 1; . . . ; 1; 1). If a
variable in a threshold function is complemented, the
new function is still threshold, and its weights and
threshold are related to those of the original function. In
particular, the weight of the complemented variable gets
negated, the threshold decreases by the same amount and
the other weights remain unchanged. For example, since a
Boolean function abc ¼ THða; b; c; 1; 1; 1; 3Þ, abc ¼

THða; b; c;�1; 1; 1; 2Þ and abc ¼ THða; b; c;�1; 1;�1; 1).
We use these properties of threshold functions in the
following theorem.

Theorem 1. A threshold function THðx;w; k � �) can

identify a binary pattern x with k ones where � is the

specified error tolerance. The ith component of the weight

vector is þ1 if the corresponding component of x is 1, and

�1, if it is 0.

Proof. Let x ¼ hx0; x1; . . . ; xn�1i represent the input vector
which is to be matched against the binary target vector
p ¼ hp0; p1; . . . ; pn�1i.
Define xp for any Boolean variable x and binary

constant p as

xp ¼
x if p ¼ 1;

x if p ¼ 0:

(

Then the Boolean function of x which is 1 only when x ¼ p

is given by

f ðxÞ ¼ x
p1
1 x

p2
2 � � � x

pn
n . (2)

Note that the expression in (2) is an AND of the n inputs,
with n� k of them complemented. The discussion preced-
ing the theorem suggests that f ðxÞ is a threshold function
THðx;w;T), where the ith component of the weight vector
w is þ1 if pi ¼ 1 and �1 if pi ¼ 0, and the threshold
T ¼ n� ðn� kÞ ¼ k.
When pj ¼ 1 but xj ¼ 0, the error in jth position reduces

the weighed sum of inputs
Pn

i¼0xiwi by 1 because wj ¼ þ1.
Similarly, when pj ¼ 0 but xj ¼ 1, the resultant error also
reduces the weighed sum by 1 because wj ¼ �1. Thus, a
total of � errors in x decreases the weighed sum by �
irrespective of the type of errors. To tolerate up to � errors,
i.e., to have an output 1 in spite of the weighed sum
decrease of up to �, one should decrease the threshold by �
as the threshold function definition (1) suggests. &

To make the comparison between the weighed sum and
the threshold in (1) more robust, the threshold should be
set exactly in the middle of the maximum weighed sum of
inputs when the output is 0 and the minimum weighed
sum when the output is 1. Let TL denote the largest
value of the weighed sum when THðx;w; k � �Þ ¼ 0 and
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TH, the smallest value of the weighed sum when
THðx;w; k � �Þ ¼ 1. As in the proof of Theorem 1, for
every error, the weighed sum decreases by 1. Therefore, TH

corresponds to � errors and TL to ð�þ 1Þ errors. One then
gets TL ¼ TH � 1 and the optimal threshold as
T ¼ ðTL þ THÞ=2 ¼ ð2TH � 1Þ=2 ¼ TH � 0:5. For exam-
ple, the function THðx; 1;�1;�1; 1; 1;�1; 1; 1; 2:5Þ matches
the 8-bit input pattern x with the target pattern 10011011
within an error tolerance of 2.

3. Nanotechnology implementation

RTDs and resonant tunneling transistors (RTTs) repre-
sent the most mature nanotechnology devices available to
date for implementing new innovative applications [12,13].
RTDs and RTTs employ double barrier quantum well
structures for tunneling electrons at discrete energy levels.
The tunneling phenomena create the effect of negative
resistance (see Fig. 1(a)) which may be exploited to build
the basic logic element shown in Fig. 1(b). This architecture
is known as a MOBILE [14] and is capable of providing
two stable circuit states.

Behavior of the MOBILE is dependent upon the peak
currents IA and IB of the two RTDs (which depend on the
area of the RTD junctions) and the voltage where the current
peaks, Vp. As VSWP is increased from 0 to more than 2Vp,
Vout settles to a low value (corresponding to a logic 0) if
IAoIB or a high value (corresponding to a logic 1) if IA4IB.
When the output settles to either of the two values, the
current flowing through the circuit is very small.

By connecting multiple RTDs in parallel, one can create
an effective peak current equal to sum of the individual
peak currents. Each individual peak current may be varied
by using RTDs of varying areas. In addition, it may be
switched in or out of the sum by employing a hetero-

structure field effect transistor (HFET) switch in series.1

Positively weighed inputs may be placed in the top section
(in parallel with the RTD A) and negatively weighed, in the
bottom section, in parallel with RTD B. Thus, the
MOBILE architecture allows one to create a weighed
sum of the inputs. The comparison of two effective peak
currents allows one to compare the weighed sum with a
preset threshold. Fig. 2 shows the RTD/HFET implemen-
tation of THðx; 1;�1;�1; 1; 1;�1; 1; 1; 2:5Þ used to identify
input pattern 10011011 within 2 errors.

Note that because all the input weights are �1 (Theorem 1),
RTDs corresponding to each input have the same area.
This minimum area will be called the unit area. To reduce
the number of RTDs, the RTD implementing the threshold
and the RTD B may be replaced by a single RTD of area
3:5. Further, if the threshold is negative, then the threshold
RTD may be placed in the top section rather than the
bottom. We will refer to the architecture in Fig. 2 as the
APMA.

We now analyze the current and power characteristics of
the APMA in Fig. 2. Since the top and bottom section
RTDs are in series, the maximum instantaneous current in
the APMA is the minimum of the effective peak current
of the top RTDs and the bottom RTDs. This peak
current also affects the peak power drawn by the
architecture. Fig. 3(a) shows the typical profiles of
instantaneous current and power in an APMA. One can
see that the current and the power curves peak at around
the same VSWP voltage values. The peak current through
the APMA strongly influences the power drawn by it.
When the peak current through the architecture is
increased, the VSWP voltage at which the current and
power profiles reach their maximums also increases by a
small amount. Thus the peak power increases faster than
the peak current. One can see this easily from Fig. 3(b)
which shows two cases with different peak currents
through the APMA. In both cases, the effective peak
current of the bottom RTDs is smaller than that of the top
RTDs and therefore will determine the profile of the
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Fig. 1. (a) The I–V curve of a resonant tunneling diode (RTD) showing

the negative resistance and (b) schematic representation of a MOBILE

obtained by connecting two RTDs in series.
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T = 2.5
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Vout

B

A

Fig. 2. Approximate pattern matching architecture (APMA) to match an

input hx1; x2; . . . ;xni with the target pattern 10011011 tolerating up to 2

errors. Note that the area of the threshold RTD is 2.5 times that of all

other RTDs.

1The monolithic integration of HFET and RTD is known as the three

terminal hybrid RTT [15].
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current through the APMA. In the first case, when the
bottom current peaks at voltage V P across it, top RTDs
have a voltage V 1 across them because they carry the same
effective current as the bottom RTDs. Thus the value of
the voltage across the APMA at that time is VP þ V1. In
the second case with a lower bottom current peak, the
voltage across the top RTDs is only V 2 when the current
through the APMA reaches its maximum. Thus the voltage
across the APMA at the current peak is V P þ V 2. For
simplicity we assume that the power and current peaks
occur at the same sweep voltage. Thus, the peak powers in
the two cases are P1 ¼ I1ðV P þ V 1Þ and P2 ¼ I2ðVP þ V 2Þ.
This clearly shows that the power peak is dependent upon
the lower of the two peak currents in the APMA. Also note
that ðP1=P2Þ4ðI1=I2Þ indicating that if the peak current
through the APMA increases, the peak power increases
at a faster rate. Thus, understanding the behavior of
peak current is crucial to reduce the power consumption of
the APMA.

Theorem 2 gives the average peak value of this
instantaneous current in terms of the design parameters
n, k and � and the number of matching errors e. In order to
simplify the discussion, we will ignore the threshold
adjustment of 0.5 and the currents through RTDs A and
B in this theorem.

Theorem 2. The peak current flowing through an APMA

averaged over all patterns with e mismatches is given by

Imax ¼ IPðmaxðk; �Þ �maxðe; �Þ þ eðn� kÞ=nÞ, (3)

where IP is the peak current of a unit area RTD, k is the

number of 1’s in the target pattern and � is the error

tolerance.

Proof. We separate the proof into the following four cases.
Case 1: ko� and ep�. In this case, the output of the

circuit is expected to be 1. Thus, the sum of the individual
RTD peak currents in the bottom section must be less than
that at the top and will give Imax. The only inputs in this

section are those that correspond to 0’s in the target
pattern. Thus, each mismatch in these positions contributes
a current IP to Imax. Since the threshold, k � �, is negative,
the threshold RTD is in the top section and does not
contribute to Imax. Let i denote the number of mismatches
in the bottom section. Average peak current Imax is then
given by

Imax ¼ IP
1

nCe

Xe

i¼0

ikCe�i
n�kCi

" #
. (4)

Note that the averaging in (4) is achieved by summing over
a typical case of i mismatches out of n� k positions in the
bottom section and the remaining e� i mismatches in the k

top positions. nCe represents the total number of mismatch
vectors.
By using n�kCi ¼ ððn� kÞ=iÞn�k�1Ci�1, one can simplify

(4) as

Imax ¼ IP

ðn� kÞ
nCe

Xe

i¼0

kCe�i
n�k�1Ci�1

" #

¼ IP

ðn� kÞ
nCe

n�1Ce�1

� �
¼ IP½eðn� kÞ=n�. ð5Þ

Case 2: kX� and ep�. In this case also, the RTD currents
in the bottom section of the architecture determine Imax.
However, the threshold being positive, the threshold RTD
resides in this section and contributes a peak current of
IPðk � �Þ to Imax. Thus the equation for Imax would be
identical to (4) except for this additional term. The total
Imax in this case is obtained as

Imax ¼ IP½eðn� kÞ=nþ k � ��. (6)

Case 3: kX� and e4�. In this case, the output of the
circuit is expected to be 0 and therefore Imax is determined
by the RTD currents in the top section. The threshold
RTD is now in the bottom section. With i mismatches in
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Fig. 3. (a) Instantaneous current and power drawn by the approximate pattern matching architecture (APMA) of Fig. 2 (vertical axis) as it is swept with

VSWP (horizontal axis) and (b) effective I–V curves of the top and the bottom RTDs in Fig. 2 and determination of the voltage VSWP at which the

architecture draws the maximum current.
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the top section, there will be ðk � iÞ RTDs in that section
that will contribute to Imax. The Imax equation can thus be
shown to be

Imax ¼ IP k �
1

nCe

Xe

i¼0

ikCi
n�kCe�i

" #
. (7)

Simplifying (7) as in case 1, we get

Imax ¼ IP½k � ðkeÞ=n�.

Case 4: ko� and e4�. This is similar to case 3 except that
the threshold RTD of area ð�� kÞ is in the top section and
therefore contributes a constant peak current of IPð�� kÞ

to Imax. Thus we get

Imax ¼ IP½�� ðkeÞ=n�: &

Note that the peak current in Fig. 2 is also affected by
the RTDs A and B as well as the threshold adjustment of
0.5. Since one of the two unit area RTDs, A or B, always
lies in the section that determines Imax, their contribution
can be accounted for by adding IP to (3). Similarly, the
threshold decrease of 0.5 can be viewed as an increase in
the error tolerance � by 0.5. The expression for Imax that
takes these factors into account can be written as

Imax ¼ IPðmaxðk; �þ 0:5Þ �maxðe; �þ 0:5Þ

þ eðn� kÞ=nþ 1Þ. ð8Þ

4. Power efficient APMA

In practice it is important to minimize the number of
conducting RTDs in the APMA. Clearly this implies
reduction in the peak current requirements. Further, as
discussed with reference to Fig. 3, the peak current has a
strong influence on peak power drawn by the APMA.
Finally, a smaller number of conducting RTDs implies a
smaller variance of the effective currents in the top and
bottom sections of the APMA. This improves the opera-
tional reliability of the APMA [16].

Unfortunately in the APMA, the threshold RTD is
always ON (see Fig. 2). We now show that if the
complement signals hx1; x2; x3; x4;x5;x6;x7;x8i are also
available, then the architecture can be modified to
substantially reduce the peak current. This modification
is based on the following two lemmas.

Lemma 3. In a threshold function, an input x with weight w

and an input 1 with weight �w can be replaced with a single

input x with weight �w.

Proof. The weighed sum of the inputs x and 1 in the first
case is ðx� 1Þw. But the arithmetic value of x equals 1� x.
Therefore, the same weighed sum will result from only one
input x with weight �w. &

To illustrate Lemma 3, consider the architecture of
Fig. 2. Ignoring the 0.5 adjustment, the threshold RTD in
the bottom section can be emulated by a parallel

connection of three unit area RTD/HFETs with inputs 1.
Recall that inputs in the bottom section can be considered
to have weights �1 and those in the top, weights þ1. Thus,
each combination of an input xi in the top section with an
input of 1 in the bottom section can be replaced with a
single input of xi in the bottom section. The result of this
modification is shown in Fig. 4. Note that in this form, the
pattern matching architecture uses one RTD per input bit,
two MOBILE RTDs and a 0.5 area RTD for threshold
adjustment which may be combined with RTD A. This
minimum RTD architecture will henceforth be referred to
as the power efficient APMA.
When the threshold is negative, the constant input will

be in the top section. This corresponds to inputs 1 with a
positive weight in the threshold function. We can deal with
this case in similar manner using the following lemma.

Lemma 4. In a threshold function, an input x with weight

�w and an input 1 with weight w can be replaced with a

single input x with weight w.

Proof. As in the proof of Lemma 3, the weighed sum of the
inputs x and 1 in the first case is ð1� xÞw. The same weighed
sum results from only one input x with weight w. &

As a consequence of Lemmas 3 and 4 and the discussion
following Lemma 3, we have the following theorem.

Theorem 5. If the complement of the input pattern is also

available, then one can design an APMA for an arbitrary

target pattern and any error tolerance such that no RTD is

constantly ON except RTDs A, B and the threshold

adjustment RTD of value 0.5.

The procedure to design the power efficient APMA can
be described as follows:

(1) If kX�, place � inputs corresponding to 1’s in the target
pattern in the top section. Place the complements of the
remaining ðk � �Þ inputs corresponding to 1’s of the
target pattern in the bottom section. Place all the inputs
corresponding to 0’s of the target pattern in the bottom
section.
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Fig. 4. Power efficient APMA to match an input hx1;x2; . . . ; xni with the

target pattern 10011011 tolerating up to 2 errors. Note that the RTD with

area 0.5 times that of all other RTDs may be merged with RTD A.
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(2) If ko�, place all the inputs corresponding to 1’s of the
target pattern in the top section. Place the complements
of the ð�� kÞ inputs corresponding to 0’s of the target
pattern in the top section as well. Keep the rest of the
inputs corresponding to 0’s of the target pattern in the
bottom section.

(3) Add one MOBILE RTD to each section (RTDs A and
B) and a 0.5 area RTD in the top section (which may be
combined with the RTD A).

One can see that while the APMA (Fig. 2) used as many as
ðnþ jk � �� 0:5jÞ RTDs (apart from the RTDs A and B),
the power efficient APMA (Fig. 4) uses only ðnþ 0:5Þ
RTDs. In realistic situations, one would expect the number
of ones in the target pattern, k � n=2 and the error
tolerance, �5n. Thus using the power efficient APMA
described here reduces the complexity of the pattern
matching from approximately 1:5n to n RTDs.

Another consequence of the power efficient APMA is a
substantial reduction in the average peak current as
described in the following theorem.

Theorem 6. With the same assumptions and notation of

Theorem 2, the peak current averaged over all patterns with e

mismatches in the power efficient APMA is given by

I�max ¼ IPðminð�; eÞðn�maxð�; eÞÞ=nÞ. (9)

Proof. As before, we partition the proof in to the following
four cases.

Case 1: ko� and ep�. In this case, the circuit outputs a 1
implying that the top section has the larger peak current.
Thus I�max is determined by the RTDs in the bottom
section. Each of these RTDs correspond to 0’s in the target
pattern and therefore conducts only if there is a mismatch
in the corresponding bit. Assuming i errors within these
bottom ðn� �Þ positions and ðe� iÞ errors in the top �
positions, one gets the average peak current as

I�max ¼ IP

1
nCe

Xe

i¼0

i�Ce�i
n��Ci

" #
. (10)

By using procedure similar to the one used to simplify (4),
one gets

I�max ¼ IP½eðn� �Þ=n�. (11)

Case 2: kX� and ep�. In this case also, I�max is
determined by the currents in the bottom section. However,
this section now consists of ðn� kÞ inputs corresponding to
0’s in the target pattern and ðk � �Þ complemented inputs
corresponding to 1’s of the target pattern. A mismatch in
any of these ðn� �Þ inputs implies that the corresponding
RTDs conduct. Thus the I�max expression in this case is
identical to (11).

Case 3: kX� and e4�. In this case, the output of the
circuit is expected to be 0 and therefore I�max is determined
by the RTD currents in the top section. The only inputs in
the top section are those corresponding to 1’s in the target
pattern. Assuming e� i mismatches out of � position in

that section, only ð�� eþ iÞ RTDs contribute to I�max. The
I�max is therefore given by

I�max ¼ IP

1
nCe

Xe

i¼0

ð�� eþ iÞ�Ce�i
n��Ci

" #

¼ IP½�ðn� eÞ=n�.

Case 4: ko� and e4�. This case is similar to case 3
except that the top section now has k inputs corresponding
to 1’s of the target pattern and ð�� kÞ complemented
inputs corresponding to the 0’s of the pattern. An error in
any of these � top inputs implies turning off of that RTD.
Thus the expression for I�max will be exactly the same as in
that of case 3. &

Note that I�max expression in Theorem 6 can be modified
to include the currents through RTDs A, B and the RTD
of area 0.5 as was done in (8).
One can compare the peak current of the APMA shown

in Fig. 2 with that of the power efficient APMA shown in
Fig. 4. Assume realistically that k � n=2, e � n=2 and �5n.
Theorems 2 and 6 then show that the peak current of the
APMA is Imax � IPðn=4Þ and that of the power efficient
APMA is I�max � IPð�=2Þ, a quantity substantially lower
than IPðn=4Þ.

5. Reconfigurable approximate pattern matching

A disadvantage of the APMA and the power efficient
APMA is that they are married to specific target patterns
and predetermined error tolerances. We now develop an
architecture shown in Fig. 5 that can be programmed for
any target pattern and arbitrary error tolerance. We refer
to this architecture as the reconfigurable APMA.
In the reconfigurable APMA, we allocate two RTD/

HFETs corresponding to each bit of the target pattern, one
at the top and one at the bottom, to provide for the bit to
be either 1 or 0. Since all weights are �1, all the RTDs used
have unit area. Clearly, only one RTD/HFET out of the
two allocated is used for each input bit for any target
pattern. All the unused RTD/HFETs are used to emulate
the threshold. Assume that the target pattern has k ones.
Then the corresponding k inputs will be applied in the top
section and the remaining n� k, in the bottom section.
Thus, n� k and k inputs are unused in the top and the
bottom sections, respectively. Recall that the threshold T

satisfies �ðn� kÞ � 0:5pTpk � 0:5 and if positive, is
placed in the bottom section and if negative, in the top.
The 0.5 portion of the threshold can be implemented
through a RTD of that area at the top as shown in Fig. 5.
Thus, a negative threshold, T, �ðn� kÞpTo0, can be
implemented through the n� k unused RTDs in the top
section and a positive threshold, T, 0oTpk, can be
similarly implemented through the k unused RTDs in the
bottom section. Thus, even though the threshold can take
2nþ 1 possible values from �n (when k ¼ 0 and � ¼ n) to
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þn (when k ¼ n and � ¼ 0), our architecture allows us to
implement it through only the n unused RTDs of unit area.

This discussion leads to the following programming
procedure for the reconfigurable APMA:

(1) Apply input xi in the ith column; in the top section if
the ith bit of the target pattern is 1, otherwise in the
bottom section.

(2) If �pk, apply logic 0 to any � unused inputs in the
bottom section and 1 to the rest. Apply 0 to all the
unused inputs in the top section.

(3) If �4k, apply 0 to all unused inputs in the bottom
section. Apply 1 to any �� k unused inputs in the top
section and 0 to the rest.

This procedure ensures that the number of inputs tied to
logic 1 is as small as possible to achieve the specified error
tolerance. This implies minimum power requirements in
conformity with Theorem 2. Table 1 provides examples of
programming the reconfigurable APMA of Fig. 5 to match

input patterns hx1;x2; . . . ; x8i with the target pattern
10011011 for various error tolerance values.
If the complement of the input pattern, hx0;x1; . . . ;xn�1i

is also available, then one can program the reconfigurable
APMA to take advantage of this to further minimize the
power. In particular, Lemmas 3 and 4 allow one to modify
any configuration such that no RTD is constantly ON.
Consider, for example, the configuration used for � ¼ 3 in
Table 1. Here, input pair z7 ¼ 1 and y7 ¼ x7 may be
replaced with the pair z7 ¼ x7 and y7 ¼ 0 using Lemma 3.
Similar transformation can also be applied to z8 and y8. In
general, any time zi ¼ 1, one can instead set zi ¼ xi and
yi ¼ 0. Similarly, from Lemma 4, any time yi ¼ 1, one can
instead set yi ¼ xi and zi ¼ 0. Thus, the final configuration
is guaranteed never to have any RTD constantly conduct-
ing. Table 2 illustrates programming of the reconfigurable
APMA of Fig. 5 for power efficient operation.
The concept of reconfiguration assumes that once the

architecture is programmed for a target pattern and an
error tolerance, it would be used for a large number of
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y1 y2 y3 y4 y5 y6 y7 y8

z1 z2 z3 z4 z5 z6 z7 z8

T=0.5
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VSWP
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B

Fig. 5. A reconfigurable approximate pattern matching architecture (APMA) to match two 8-bit patterns with any error tolerance from 0 to 8. Note that

the threshold RTD has half the area as that of all other RTDs and may be combined with RTD A.

Table 1

Programming illustrations of reconfigurable APMA of Fig. 5 to match an input hx1; x2; . . . ;xni with the target pattern 10011011 under error tolerance �

� y1 y2 y3 y4 y5 y6 y7 y8 z1 z2 z3 z4 z5 z6 z7 z8

0 x1 0 0 x4 x5 0 x7 x8 1 x2 x3 1 1 x6 1 1

1 x1 0 0 x4 x5 0 x7 x8 0 x2 x3 1 1 x6 1 1

3 x1 0 0 x4 x5 0 x7 x8 0 x2 x3 0 0 x6 1 1

6 x1 1 0 x4 x5 0 x7 x8 0 x2 x3 0 0 x6 0 0

Table 2

Programming illustrations of reconfigurable APMA of Fig. 5 to match an input hx1;x2; . . . ; xni with the target pattern 10011011 under various error

tolerances � while minimizing the power

� y1 y2 y3 y4 y5 y6 y7 y8 z1 z2 z3 z4 z5 z6 z7 z8

0 0 0 0 0 0 0 0 0 x1 x2 x3 x4 x5 x6 x7 x8

1 x1 0 0 0 0 0 0 0 0 x2 x3 x4 x5 x6 x7 x8

3 x1 0 0 x4 x5 0 0 0 0 x2 x3 0 0 x6 x7 x8

6 x1 x2 0 x4 x5 0 x7 x8 0 0 x3 0 0 x6 0 0
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input patterns before it is reprogrammed. This assumption
is consistent with most real-world pattern recognition
applications and implies that the configuration delay does
not impact the throughput of the architecture. Reconfigur-
ability can be achieved in nanotechnology using techniques
such as crossbars [17,18]. Alternately, one can implement
multiplexer circuits to choose the appropriate inputs to be
applied to each yi and zi. By integrating these circuits with
the one in Fig. 5 in a pipeline fashion, one can obtain a
high throughput, flexible architecture for approximate
pattern matching.

The circuits described in this paper were simulated and
verified for functionality in MATLAB and HSPICE using
RTD models in [19].

6. Robustness to device variations

The architectures presented in earlier sections are
attractive from the point of view of manufacturing because
all RTDs, except one, have identical areas. However, in
reality, it is impossible to fabricate identical devices. The
variation in the areas of RTDs results in variation in their
peak currents. In this section we analyze the effect of this
on the probability of incorrect detection.

The RTD peak currents can be modeled as independent
Gaussian random variables [16]. Let IP and s2 denote
their mean and variance. A detection error occurs when
NT4NB but IToIB, or when NToNB but IT4IB, where
NT and NB represent the number of top and bottom RTDs
that are ON, IT, the sum of top peak currents, and, IB, the
sum of bottom peak currents. By applying standard error
analysis one can then show that the probability of incorrect
detection, Pe, is given by

Pe ¼ Q
jNT �NB þ 0:5 j IP

s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NT þNB þ 2:25
p

� �
, (12)

where the Q function is defined as QðaÞ ¼ ð1=
ffiffiffiffiffiffi
2p
p
ÞR1

a e�x2=2 dx. The constant 2.25 in (12) represents variance
from the unit RTDs A and B and the threshold RTD of value
0.5. Note that the Q function is a monotonically decreasing
function. Thus, the worst case Pe is obtained when the
argument of the Q function in (12) is minimum. By careful
analysis of the different scenarios, one can show that the
worst case Pe for the reconfigurable APMA of
Fig. 5 is given by Qð0:5IP=ðs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2k þ 3:25
p

ÞÞ when �pk and
e ¼ �þ 1pn� k. (The symbols are as defined in Theorem 2.)
Similarly, for the power efficient reconfigurable
APMA, the worst case Pe ¼ Qð0:5IP=ðs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�þ 3:25
p

ÞÞ when
�pðn� 1Þ=2 and e ¼ �þ 1. It is worth noting that for the
power efficient reconfigurable APMA, the worst case Pe is
independent of both the target pattern and its length n and
depends only on the error tolerance designed into the system.
Thus, the maximum pattern size is not constrained by the
RTD area variations for the power efficient APMA.

Fig. 6 shows the worst case Pe as a function of � for two
typical values of s=IP reported in Ref. [16]. Assume that a
probability of incorrect detection of 10�5 is acceptable in a

pattern matching application which is designed to tolerate
up to 10% sensor errors (i.e., �=n ¼ 0:1). The plots in Fig. 6
then show that as the technology (s=IP) improves from
0:052 to 0:023, the pattern size handled by a power efficient
APMA increases from 10 to 110 bits. When the process
technology stabilizes in the future, s=IP will be even
smaller and the architectures given here will be applicable
to even larger patterns.

7. Conclusion

This paper provides a novel nanotechnology architecture
for approximate pattern matching. It uses a fixed config-
uration of 2nþ 1 RTDs of unit area and one RTD with 1.5
times the unit area. It can be programmed for any n-bit
target pattern and for any error tolerance between 0 and n.
We have also shown that if the complements of the input
pattern are also available (or are separately computed),
then the architecture can be programmed to reduce the
average current (and consequently the power) by a factor
of ðn=2�Þ where � is the error tolerance. We have also
investigated the effect of the RTD area variability on the
probability of incorrect detection by our architecture. The
efficiency of the new architecture can be attributed to its
direct design in terms of threshold logic.
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