Experimental studies of the NaK $^3\Delta$ state
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The NaK $^3\Delta$ state has been studied by the perturbation-facilitated optical–optical double resonance technique. Mixed singlet–triplet levels, $A(2)\Sigma^+ (v_A, J) \sim b(1)\Pi (v_b, J_b)$, were pumped from thermally populated rovibrational levels of the ground state, $X(1)\Sigma^+ (v_X, J \pm 1)$, using a single-mode cw dye laser. A single-mode cw Ti:Sapphire laser was then used to further excite the NaK molecules to various $1^3\Delta(v_\Delta, N_\Delta, J_\Delta)$ rovibrational levels which were detected by observing collision-induced $^3\Lambda \rightarrow a(1)\Sigma^+$ fluorescence in the green part of the spectrum. The measured energies of the $1^3\Delta(v_\Delta, N_\Delta)$ levels were fit to a Dunham expansion, and the Dunham coefficients were used to construct the RKR potential curve. Absolute numbers of the $1^3\Delta$ state vibrational levels was established by a comparison of experimental and calculated $1^3\Delta(v_\Delta, N_\Delta, J_\Delta) \rightarrow b(1)^3\Pi (v_b, J_b)$ absorption line strengths. A deperturbation program was used to determine the vibration-dependent $1^3\Delta$ state spin–orbit interaction parameter. Hyperfine structure of the $1^3\Delta$ state was studied, and the Fermi-contact interaction term for this state was determined to be $-0.0111 \text{ cm}^{-1}$. © 2000 American Institute of Physics. [S0021-9606(00)0140-9]

I. INTRODUCTION

Over the last two decades, the optical–optical double resonance (OODR) technique has been used to obtain vast amounts of data concerning many electronic states of alkali diatomic molecules. 1–42 When combined with narrow band continuous wave (cw) lasers, this technique is inherently Doppler-free, so that very high resolution excitation spectra can be obtained. Most previous work has concentrated on the homonuclear diatomics Li$_2$, 1–5 Na$_2$, 10–19 and K$_2$. 20–27 However, several groups have also used OODR to study high lying electronic states of NaK. 28–38 and other 39–42 heteronuclear alkali molecules. In most cases, the goal has been to obtain spectroscopic constants of the electronic states and map the electronic potential as a function of internuclear distance. Relative intensities have been used to map transition dipole moments as functions of internuclear separation, 36,43,44 and line shapes have been used to investigate predissociation, 6,31–33,45–47 tunneling through barriers, 8,17,28,29 and collisional quenching. 31,48 Studies of collision-induced satellite lines have been used to investigate electronic, vibrational, and rotational energy transfer. 2,6,7,23,38,47,49–52

Due to the dipole selection rule on spin, $\Delta S=0$, and the fact that the electronic ground state of all alkali molecules is a spin singlet ($S=0$), most previous OODR work has involved studies of high-lying singlet electronic states. However, perturbations can couple specific rovibrational levels of some singlet and triplet electronic states, most notably the $b^3\Pi$ and $A^1\Sigma^+$ states. These perturbed or mixed levels act as “windows” into the triplet manifold. This allows alkali diatomic triplet electronic states to be studied by a variant of the OODR technique called “perturbation-facilitated optical–optical double resonance” (PFOODR). 43–47,53–75

Alkali triplet states typically exhibit pronounced hyperfine structure due to the interaction between the electron spin and nuclear spin magnetic dipole moments. The Doppler-free nature of the cw PFOODR technique has allowed the study of the hyperfine structure of many triplet electronic states of Na$_2$. 47,62–67,76–79 and similar studies have also been carried out for a few states of Li$_2$. 47,54,55 and NaRb. 40,80 The hyperfine structure of the NaK $c(2)^3\Sigma^+$ state has been studied in molecular beams 81–83 and with a polarization spectroscopy variant of the PFOODR technique. 34,73 The latter technique has also been used to study the hyperfine structure of the lowest NaK triplet state $a(1)^3\Sigma^+$. 74,75

In the present work we report PFOODR studies of the NaK $^3\Delta$ state, which dissociates to the atomic limit Na(3S$_{1/2}$)+K(3D$_{5/2}$). A total of 771 $1^3\Delta(v,N,J,e/f)$ levels with $3 \leq v \leq 36$ were excited from four sets of $A(2)^1\Sigma^+ \sim b(1)^3\Pi_{e-f}$ window levels. The $1^3\Delta$ state is intermediate between the Hund’s case a and case b coupling schemes, but much closer to case b. This results in a unique rotational line pattern that allows these transitions to be easily identified. We analyzed the level energies as a function of $v$ and $N$ to determine a set of Dunham coefficients. The latter was then used to determine the RKR potential curve for the $1^3\Delta$ state, which was compared to recent calculations of Magnier and...
Millié\textsuperscript{84} A deperturbation program LSO\textsuperscript{85} was then used to determine the $1\,3\Delta$ state spin–orbit constant. The hyperfine structure of the $1\,3\Delta$ state was also well resolved, and we analyzed this structure to obtain a value for the Fermi contact constant.

This paper is organized as follows. In Sec. II we describe the experimental setup. Analysis of the rotational level structure is described in Sec. III A, and the Dunham coefficients and RKR potential determined from the data are presented in Sec. III B. In Sec. III C we describe the calculation of excitation line intensities that were used to establish the absolute vibrational numbering of the $1\,3\Delta$ state. The deperturbation analysis resulting in the determination of the spin–orbit constant is presented in Sec. III D, and the analysis of the $1\,3\Delta$ state hyperfine structure is described in Sec. III E. Brief mention of the collisional “gateway” effect is made in Sec. III F. Finally, our conclusions are presented in Sec. IV.

II. THE EXPERIMENT

The experimental setup is shown in Fig. 1 and is similar to that used in Ref. 36. The sodium–potassium mixture was contained in a four-arm cross heat-pipe oven,\textsuperscript{86} which was heated to $T\sim 365–395\,^\circ C$ in the central region to vaporize the metal. Argon buffer gas (pressure $\sim 0.5–1.5\,\text{Torr}$) was used to keep the alkali metal away from the windows, which were maintained at room temperature using water cooling.

A Coherent model 699-29 single-mode cw dye laser, pumped by a 5 W krypton ion laser, produced $\sim 200–400\,\text{mW}$ power in the range $730–920\,\text{nm}$ using short-wavelength and mid-wavelength optics. This Ti:Sapphire laser (the PROBE) was used to further excite the NaK molecules, from the $b(1)\,\Pi(v,\jmath) \sim A(2)\,\Sigma^+(v,\jmath)$ window levels populated by the PUMP laser, to various $1\,\Delta(v,N_J)$ levels with $J_\Delta = J - 1, J, J + 1$. The two counterpropagating lasers were gently focused using 1.0 and 1.5 m focal length lenses for the PUMP and PROBE laser, respectively, and carefully overlapped at the center of the oven.

Fluorescence was observed using three detectors shown in Fig. 1. A freestanding photomultiplier tube (Hamamatsu R406, "red fluorescence PMT" in Fig. 1), equipped with a $700–1000\,\text{nm}$ bandpass filter, was used to monitor total $A(2)\,\Sigma^+(v,\jmath) \sim X(1)\,\Sigma^+(v,\jmath,\pm 1)$ fluorescence at right angles to the laser propagation direction. This fluorescence signal was used to tune the PUMP laser onto line center of a particular $b(1)\,\Pi(v,\jmath) \sim (X,1)\,\Sigma^+(v,\jmath,\pm 1)$ transition, after which the PUMP laser frequency was fixed. The PROBE laser was then scanned, and excitation from the mixed level $b(1)\,\Pi(v,\jmath) \sim A(2)\,\Sigma^+(v,\jmath)$ into the $1\,\Delta$ state was monitored by detecting collision-induced $3\,\Lambda \rightarrow \alpha(1)\,\Sigma^+$ fluorescence in the green part of the spectrum ($480–510\,\text{nm}$) with a second freestanding PMT (Hamamatsu R928, "green fluorescence PMT" in Fig. 1). This detector was equipped with a set of three 364–539 nm bandpass filters (Oriel model 51710) with a $465\,\text{nm}$ transmission peak. Transitions to levels of the $1\,\Delta$ state could easily be detected in these Doppler-free excitation spectra by their characteristic signature (see Sec. III A). The PUMP laser was chopped and lock-in detection employed. Removal of an indexer-mounted mirror from the "red" fluorescence path allowed resolved fluorescence to be recorded using a monochromator/PMT system. In this case, the frequencies of both lasers were fixed to a specific double-resonance transition, either laser could be chopped, and the monochromator grating was scanned.

The wave meter of the PUMP laser was calibrated by comparing frequencies of I$_2$ laser-induced fluorescence signals with those listed in the iodine atlas.\textsuperscript{87} The PROBE laser wave meter was calibrated using optogalvanic signals from neon transitions in a hollow cathode lamp. Energies of $1\,\Delta(v,N_J)$ levels obtained in this manner are considered accurate to $\sim 0.02\,\text{cm}^{-1}$.

III. ANALYSIS AND RESULTS

A. Rotational level structure

Nearly degenerate levels of the $A(2)\,\Sigma^+(v,\jmath)$ and $b(1)\,\Pi_{0-0}(v,\jmath)$ states, with the same rotational quantum number $J$, are coupled together by the spin–orbit interaction. The interaction results in true eigenstates that are mixtures of the unperturbed singlet and triplet wave functions. These singlet–triplet mixed levels $A(2)\,\Sigma^+(v,\jmath)$ act as "window levels," allowing access into higher triplet states.

The locations of window levels can be predicted by plotting the energies of the $A(2)\,\Sigma^+(v,\jmath)$ and $b(1)\,\Pi_{0-0}(v,\jmath)$ rotational levels, calculated using the ac-
curate \( (2) ^{1} \Sigma ^{+} (v_A, J) \) and \( (b) ^{3} \Pi _{ \Omega =0} (v_B, J) \) state molecular constants reported in Refs. 88 and 89, respectively, versus \( J (J+1) \). Rotational levels lying near the intersections of the curves are likely to be strongly perturbed. In the present work we used two sets of perturbed levels identified in Refs. 90 and 91: \( (2) ^{1} \Sigma ^{+} (v_A =18, J =26) \) or \( (b) ^{3} \Pi _{ \Omega =0} (v_B =17, J =26) \) and \( (2) ^{1} \Sigma ^{+} (v_A =20, J =45) \) or \( (b) ^{3} \Pi _{ \Omega =0} (v_B =18, J =45) \); and two additional sets identified here: \( (2) ^{1} \Sigma ^{+} (v_A =11, J =38) \) or \( (b) ^{3} \Pi _{ \Omega =0} (v_B =12, J =38) \) and \( (2) ^{1} \Sigma ^{+} (v_A =15, J =15) \) or \( (b) ^{3} \Pi _{ \Omega =0} (v_B =15, J =15) \). We label each of these intermediate levels by the component \([i.e., (2) ^{1} \Sigma ^{+} (v_A, J) \) or \( (b) ^{3} \Pi _{ \Omega =0} (v_B, J) \)] with largest amplitude in the mixed level wave function. Rotational level assignments were confirmed by pumping the same intermediate level from each of the ground state levels \( (1) ^{3} \Sigma ^{+} (v_X =0, J_X =J +1) \) and \( (1) ^{3} \Sigma ^{+} (v_X =0, J_Y =J -1) \).

From a particular mixed intermediate window level \( A ^{2} ^{1} \Sigma ^{+} (v_A, J) \sim (b) ^{3} \Pi _{ \Omega =0} (v_B, J) \) we can excite higher lying \( ^{1} \Sigma ^{+}, ^{1} \Pi, ^{3} \Sigma ^{+}, ^{3} \Pi \), and \( ^{3} \Delta \) states. Singlets can be detected by observation of bound–bound \( ^{3} \Sigma ^{+} \rightarrow X ^{1} \Sigma ^{+} \) fluorescence in the violet part of the spectrum, while triplets can be detected by the observation of \( ^{3} \Delta \rightarrow a ^{1} ^{3} \Sigma ^{+} \) bound–free emission in the green. In addition to the different spectral range in which they radiate, triplets can also be identified since they have greater intensity when excited through the predominantly triplet intermediate level, and most of the triplet levels also exhibit a pronounced hyperfine structure. Levels of the \( ^{3} \Delta \) state, in particular, are identified by their very distinctive fine/hyperfine structure (Fig. 2). We note that \( ^{3} \Delta \rightarrow a ^{1} ^{3} \Sigma ^{+} \) and \( ^{3} \Sigma ^{+} \rightarrow a ^{1} ^{3} \Sigma ^{+} \) transitions are dipole forbidden, but double resonance excitation to the \( ^{3} \Delta \) levels can still be detected by collision-induced \( ^{3} \Delta \rightarrow a ^{1} ^{3} \Sigma ^{+} \) bound–free emission in the green. However, this collision-induced triplet fluorescence is typically much weaker than direct bound–free triplet fluorescence from upper \( ^{3} \Sigma ^{+} \) and \( ^{3} \Pi \) levels, which are also observed in the present work and that will be reported elsewhere.

\( ^{3} \Delta \) rotational level intensity patterns can be understood by recognizing that the angular momentum coupling scheme of the \( ^{3} \Delta \) state is intermediate between the Hund’s case a and case b limits, but much closer to case b than to case a. In the Hund’s case b coupling scheme, \(^{3} \Delta \), the component of electron orbital angular momentum along the internuclear axis, is a good quantum number (see Fig. 2, p. 304, Ref. 93). \( ^{3} \Delta \) couples to the nuclear rotation vector \( \vec{R} \) to form the vector \( \vec{N} \). The electron spin \( \vec{S} \) is not coupled strongly to the internuclear axis. Instead, \( \vec{S} \) couples to \( \vec{N} \) to form the total angular momentum (excluding nuclear spin) \( \vec{J} \). Since \( \vec{S} =1 \) for a triplet state, \( J \) can take on the values \( N \), \( N +1 \), and \( N -1 \) for a given \( N \). The three \( J \) levels \((N +1, N, N -1)\) for given \( N \) are labeled \( F_1, F_2 \), and \( F_3 \), respectively. \(^{3} \Delta \) doubling for states with \( \Delta \neq 0 \) results in a small splitting between \( J \) levels with opposite (eff) parity. Thus we have three sets of \( \text{eff} \) level pairs \((J =N -1, J =N, J =N +1)\) for each distinct value of \( N \).

According to selection rules, \( \Delta J =0, \pm 1 \) in a dipole transition with \( e \leftrightarrow e, f \leftrightarrow f \) for \( \Delta J = \pm 1 \) and \( e \leftrightarrow f \) for \( \Delta J =0 \).

Thus, there are nine allowed rotational transitions \( ^{3} \Delta (v_A, N_A, J_A, \text{eff}) \rightarrow (b) ^{3} \Pi _{ \Omega =0} (v_B, J, e) \) from a particular intermediate level \( b ^{3} \Pi _{ \Omega =0} (v_B, J, e) \) into the \( ^{3} \Delta \) vibrational level \( v_A \) (see Fig. 3). We note that all \( A ^{2} ^{1} \Sigma ^{+} \) rotational levels have \( e \) parity, and due to the \( e \leftrightarrow f \) selection rule for perturbations, \(^{3} \Delta \) we only access \( e \) parity \( b ^{3} \Pi _{ \Omega =0} \) intermediate levels. From Fig. 3 it can be seen that the nine allowed rotational levels are grouped into five sets corresponding to \( N_A =J -2, J -1, J, J +1, \) and \( J +2 \). The primary transition labels \( P, Q, \) and \( R \) correspond to \( \Delta J =J_{\text{upper}} -J_{\text{lower}}, =-1, 0, \) and \(+1, \) respectively, while subscripts indicate the upper and lower \( F_1, F_2, \) and \( F_3 \) components of the transition (i.e., \( P_{23} \) represents the \( \Delta J =-1 \) transition between the upper state \( F_2 \) component and lower state \( F_1 \) component).

Hyperfine interactions complicate this simple picture, especially at relatively high \( J \), where hyperfine splittings are comparable to the fine splittings between different \( J \) levels of the same \( N \) manifold. For example, using the intermediate level \( b ^{3} \Pi _{ \Omega =0} (v_B =18, J =45, e) \) we observe a complicated ten peak fine/hyperfine pattern for the \( N_A =J \) transition [see Fig. 2(a)]. Hyperfine structure will be discussed in Sec. III.E below. However, at lower \( J \), the fine structure splitting
ponents. Thus, the structures with clearly resolved hyperfine splittings. Figure 4 the recent theoretical potential of Magnier and Millié,84 and atomic K(3v
~
B. Molecular constants and RKR potential

FIG. 3. Allowed rotational transitions from one 3Π
~
D
v=10

D
v=12

\begin{figure}
\centering
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\caption{Allowed rotational transitions from one 3Π\textsubscript{3/2}(v\textsubscript{N}), J\textsubscript{N}, e/f, +/−) lower state level into one vibrational level of a 1\Delta state. In this schematic example, the lower level is taken to be the NaK b(1) 3Π\textsubscript{3/2}(v = 12, J = 38,e,+) level, which is treated in Hund’s case a, while the upper state of the transition is the v = 10 level of the 1\Delta state (treated in Hund’s case b). (See also Fig. 4.)
\end{figure}

is much greater and the rotation line pattern breaks into well-defined J level transitions [Fig. 2(b)], although hyperfine structure is still evident. It can be shown (Ref. 96 and Sec. III E) that the F\textsubscript{2}(J\textsubscript{A}=N\textsubscript{A}) component of the upper state has a much smaller hyperfine splitting than the F\textsubscript{1} and F\textsubscript{3} components. Thus, the F\textsubscript{2} component appears as a single line in Fig. 2(b) while the F\textsubscript{1} and F\textsubscript{3} components display four peak structures with clearly resolved hyperfine splittings. Figure 4 shows the full set of 1\Delta(v\textsubscript{A}=10) rotational levels that can be observed from the intermediate level b(1) 3Π\textsubscript{1/2}(v\textsubscript{B} = 12, J = 38,e) [i.e., from the predominantly triplet component of the A(2) 3Σ\textsuperscript{+}(v\textsubscript{A} = 11, J = 38,e)−b(1) 3Π\textsubscript{1/2}(v\textsubscript{B} = 12, J = 38,e) mixed pair]. From the selection rules and spectra, it can be seen that the fine structure levels are inverted (i.e., that the highest J within a given N manifold lies lowest). This is consistent with the fact that the dissociation limit of the NaK 1\Delta state is Na(3S)+K(3D), and the atomic K(3D) fine structure levels are inverted.

B. Molecular constants and RKR potential

A total of 771 1\Delta(v, N, J, e/f) levels were identified in the present work with v ranging from 3 to 36. Absolute vibrational numbering was established by a comparison with the recent theoretical potential of Magnier and Millié,34 and by a comparison of calculated and experimental excitation probabilities (see Sec. III C). J values of the levels probed ranged from J\textsubscript{intermediate} = 1 to J\textsubscript{intermediate} + 1, while N values ranged from J\textsubscript{intermediate} = 2 to J\textsubscript{intermediate} + 2 for the four intermediate levels used in this study (J\textsubscript{intermediate} = 15, 26, 38, 45). 14 lines were eliminated from further analysis because they were either strongly overlapped by other lines, the signals were extremely noisy, or the assignments were considered to be questionable.

In the first step of the analysis, 1\Delta(v, N) term values of the 258 F\textsubscript{2}(J = N) components were fit to a standard Dunham expansion,97,98

\[ E(v, N, J=N) = \sum_{i,k} Y_{i,k} (u + 1/2) [N(N+1) - \Lambda^2]^k, \]

(1)

with \Lambda = 2 for the \Delta state. To first order, the F\textsubscript{2} components are not affected by the spin−orbit and hyperfine interactions so this analysis yields reasonable values for the molecular constants that are listed in Table I. All realistic diatomic potentials should satisfy the Kratzer relation,94,95

\[ Y_{02} = -4 Y_{01}^3 / Y_{01}^2, \]

(2)

while Morse potentials should satisfy the Pekeris relation,94,95

\[ Y_{11} = 6 Y_{01}^2 / Y_{01}^2 \left[ 1 - \left( - \frac{Y_{01}}{Y_{02}} \right)^{1/2} \right]^2. \]

(3)

For the experimental constants listed in Table I, the right hand side of (2) yields −2.063E−7 (compared to \( Y_{02} = -2.30E−7 \)), while the right hand side of (3) yields −5.589E−4 (compared to \( Y_{11} = -5.0162E−4 \)). According to the correlation diagram shown in Fig. 9 of Ref. 32, the dissociation limit of the NaK 1\Delta state is Na(3S) + K(3\D\textsubscript{5/2}). The dissociation energy \( D_e \) listed in Table I is based upon this limit.

An attempt was made to fit a first-order \Lambda doubling constant,98 but the fitted value was smaller than its uncertainty. Therefore we did not use \Lambda doubling constants in the subsequent analysis.

The Dunham coefficients were then used to determine the experimental RKR potential curve,102,103 which is shown in Fig. 5. A table (EPAPS Table 1) containing the RKR turning points for the NaK 1\Delta state has been placed on deposit with the Electronic Physics Auxiliary Publication Service (EPAPS).104

C. Vibrational numbering and Franck–Condon factors

Due to limitations imposed by the accessible wavelength ranges of the dye and Ti:Sapphire lasers, we were not able to measure level energies all the way down to the bottom of the 1\Delta potential well. In the analysis described in the preceding section, it was assumed that the lowest 1\Delta state vibrational level observed in the present work was \( v_0 = 3 \). A preliminary assignment of the absolute vibrational numbering was established by comparing the present experimental results with constants derived from the recent theoretical po-
The potentials of Magnier and Millié. The latter have been shown to give accurate representations of other high-lying states of NaK. The assumed numbering, \( v_0 = 3 \), gives the best agreement between theoretical and experimental \( T_e \) values (\( Y_{00} \) in Table I), while \( v_0 = 2 \) gives better agreement between vibrational level splittings.

Definite vibrational numbering can be obtained from a comparison of experimental and calculated fluorescence intensities (Franck–Condon factors). Unfortunately, the \( 1^3\Delta(v_\Delta) \rightarrow b(1)^3\Pi \) bound–bound fluorescence is overlapped by very strong \( A(2)^1\Sigma^+ \rightarrow X(1)^1\Sigma^+ \) fluorescence induced by both the dye and Ti:Sapphire lasers individually. However, we do have a rough measure of \( 1^3\Delta(v_\Delta) \rightarrow b(1)^3\Pi_{\Omega=0}(v_b) \) vibrational line strengths from our double resonance excitation spectra. Experimental excitation line intensities (which are proportional to the absorption line strengths) are generally not as accurate as fluorescence intensities. In the present work, the excitation line intensities depend on relative laser intensities at different wavelengths, exact PUMP laser frequency, beam overlap, etc., compounded by the fact that the excitation spectra were taken on many different days. A single fluorescence spectrum, on the

FIG. 4. Rotational transitions into the NaK \( 1^3\Delta(v = 10) \) vibrational level from the \( b(1)^3\Pi_{\Omega=0}(v = 12, J = 38,e,+) \) window level. (a) \( N_\Delta = 36, J = 37 \). (b) \( N_\Delta = 37, J = 37, 38 \). (c) \( N_\Delta = 38, J = 37, 38, 39 \). (d) \( N_\Delta = 39, J = 38, 39 \). (e) \( N_\Delta = 40, J = 39 \). These spectra were recorded with counterpropagating PUMP and PROBE beams.
TABLE I. Molecular constants for the NaK $^3\Delta$ state. Note: All values are given in cm$^{-1}$ except for the equilibrium internuclear separation $R_e$, which is in Å. The dissociation energy $D_e$ was obtained from the expression $D_e = D_0 (X^1\Sigma_g^+) + \Delta E_{v=0} - E_{v=0}$, with $D_0 (X^1\Sigma_g^+) = (5274.9 \pm 0.5) \text{ cm}^{-1}$ from Ref. 100 and $\Delta E_{v=0} = E[Na 3S(4p)I] + k(3D_{5/2}) - E[Na 3S(4p)I] + k(4S_{3/2})] = 21354.42$ from Ref. 101. Quoted uncertainties represent 95% confidence limits.

<table>
<thead>
<tr>
<th>Experiment (this work)</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_e$</td>
<td>3.8816 ± 0.0012</td>
</tr>
<tr>
<td>$D_e$</td>
<td>3201.5 ± 0.5</td>
</tr>
<tr>
<td>$y_{00}$</td>
<td>23.6078621 ± 0.00380</td>
</tr>
<tr>
<td>$y_{10}$</td>
<td>94.79087 ± 0.00790</td>
</tr>
<tr>
<td>$y_{20}$</td>
<td>-0.473925 ± 0.000530</td>
</tr>
<tr>
<td>$y_{30}$</td>
<td>-1.271E-03 ± 1.6E-05</td>
</tr>
<tr>
<td>$y_{40}$</td>
<td>-5.107E-05 ± 1.9E-07</td>
</tr>
<tr>
<td>$y_{01}$</td>
<td>0.0773826 ± 0.0004080</td>
</tr>
<tr>
<td>$y_{11}$</td>
<td>-0.0162E-04 ± 5.6E-06</td>
</tr>
<tr>
<td>$y_{21}$</td>
<td>4.5E-07 ± 2.1E-07</td>
</tr>
<tr>
<td>$y_{31}$</td>
<td>-1.92E-07 ± 3.4E-09</td>
</tr>
<tr>
<td>$y_{02}$</td>
<td>-2.30E-07 ± 2.5E-08</td>
</tr>
<tr>
<td>$y_{12}$</td>
<td>1.9E-09 ± 2.6E-09</td>
</tr>
<tr>
<td>$y_{22}$</td>
<td>-1.80E-10 ± 6.1E-11</td>
</tr>
<tr>
<td>$A_0$</td>
<td>-0.23491 ± 0.0032</td>
</tr>
<tr>
<td>$A_1$</td>
<td>-0.00124 ± 0.00007</td>
</tr>
</tbody>
</table>

$^a$Reference 84.  
$^b$Reference 99.

The other hand, can be taken in a few minutes with no adjustments made to either laser, and only the relative detection system efficiency versus wavelength needs to be calibrated. Nevertheless, the absorption spectra still give a reasonable picture of weak and strong vibrational transitions and can certainly identify upper state vibrational levels for which the relevant Franck–Condon factor is negligible.

The intensity of an absorption line, $I_{\text{abs}}$, is given by \( I_{\text{abs}}(v'\rightarrow v'')\propto\nu\int_0^\infty\psi_{v'}M_{v',v''}(R)\psi_{v''}dR^2 \) (4).

Here $\nu$ is the line frequency, $\psi_{v'}$ and $\psi_{v''}$ are the upper and lower level radial wave functions, respectively, and $M_{v',v''}(R)$ is the transition dipole moment as a function of internuclear separation $R$.

We carried out calculations of absorption line intensities using each of the assumed vibrational numbering schemes $u_0=2$, $u_0=3$, and $u_0=4$. In each case, a set of Dunham coefficients was calculated using the DSpParFit program. \(^{98}\) These constants were then used to generate a candidate RKR potential using the program RKRI. \(^{103}\) Finally, absorption line intensities were calculated using the program LEVEL 6. \(^{110}\) In these last calculations, the NaK $^3\Delta\rightarrow b^3\Pi$ transition dipole moment was taken from Ref. 99. The results of these calculations are shown in Fig. 6 for $^3\Delta(v_\Delta, J=N=26) \rightarrow b^3\Pi_{\Omega=0}(v_b=17, J=26)$ transitions, where they are compared to the relative experimental excitation line intensities. Although the level of agreement between experimental and calculated intensities is marginal in all cases for the reasons given above, it is clear that the node positions are much more accurately reproduced using the assignment $u_0=3$. Similar results were obtained for $^3\Delta(v_\Delta, J=N=15) \rightarrow b^3\Pi_{\Omega=0}(v_b=15, J=15)$, $^3\Delta(v_\Delta, J=N=38) \rightarrow b^3\Pi_{\Omega=0}(v_b=12, J=38)$, and $^3\Delta(v_\Delta, J=N=45) \rightarrow b^3\Pi_{\Omega=0}(v_b=18, J=45)$ transitions. Thus we believe that the assignment $u_0=3$ most likely provides the correct vibrational numbering for the NaK $^3\Delta$ state.

D. Spin–orbit constant

As stated earlier, the angular momentum coupling scheme of the NaK $^3\Delta$ state is intermediate between Hund’s case a and Hund’s case b, but much closer to case b. Nevertheless, it is most convenient to start from the case a wave functions when analyzing the $^3\Delta$ state fine structure. Either case b or case a basis functions can be used in the analysis, as long as the full spin-dependent Hamiltonian is diagonalized for a given $v_\Delta$ and $J$. Figure 1, p. 298, Ref. 93 shows the Hund’s case a angular momentum coupling scheme. In case a, the electron spin $S$ is considered to be strongly coupled to the internuclear axis with component $\Sigma$. $\Sigma$ and $\Lambda$ add together to form $\Omega$ (the total electronic angular momentum along the internuclear axis). $\Omega$ then couples to the nuclear rotation vector $\vec{R}$ to form the vector $J$. Case a basis functions for a given $J$ are labeled by the value of $\Omega$. For the $^3\Delta$ state, $\Lambda=2$ and $\Sigma=-1, 0, +1$. Thus $\Omega=1, 2$, and 3.

According to Refs. 111 and 112, the case a Hamiltonian matrix for a $^3\Delta$ state with given vibrational state $v$ and rotational quantum number $J$, has the following components $H_{\Omega\Omega'}$:

\[
H_{11} = T_\Delta - 2A_\Delta + B_\Delta x - D_\Delta (x^2 + 2x - 4) + \epsilon - \gamma,
\]

\[
H_{22} = T_\Delta + B_\Delta (x-2) - D_\Delta (x^2 - 12) - 2\epsilon - 2\gamma,
\]

\[
H_{33} = T_\Delta + 2A_\Delta + B_\Delta (x-8) - D_\Delta (x^2 - 14x + 52) + \epsilon - \gamma,
\]

FIG. 5. Comparison between experimental and theoretical NaK $^3\Delta$ state potential curves. Dotted line: theoretical potential from Ref. 84. Solid line: experimental potential obtained in the present work.
FIG. 6. Comparison between experimental and calculated $1^3\Delta(v_\alpha, J=N=26) \leftarrow b(1)^3\Pi_d(v_b=17, J=26)$ absorption line intensities for various assignments of the lowest observed $1^3\Delta$ state vibrational level $v_\alpha$. (a) $v_\alpha=2$; (b) $v_\alpha=3$; (c) $v_\alpha=4$. In each case, the calculated intensity is given by $\nu |\int \psi_v \langle \Omega_f | \mathbf{M}_a \rangle \psi_\nu d\mathbf{R} |^2$ using the calculated $1^3\Delta \leftarrow b(1)^3\Pi$ transition dipole moment from Ref. 99. The experimental and calculated intensities are normalized to each other at $v=21$, $v=22$, and $v=23$, in parts (a), (b), and (c), respectively.
\( A_\Delta = A_0 + A_1(v + 1/2) \)
\[ = [-0.23491 - 0.00124(v + 1/2)] \text{ cm}^{-1}. \] (6)

Calculated term values based on the molecular constants listed in Table I, including the spin–orbit constants, reproduce the 757 NaK \( 1^3\Delta \) state term values measured in this work with a root mean square discrepancy of 0.009 cm\(^{-1}\). All measured NaK \( 1^3\Delta(v, N, J) \) level energies, with comparisons to energies calculated using the constants reported in Table I, are listed in EPAPS Table 2 of the supplementary Electronic Physics Auxiliary Publication Service (EPAPS) document.\(^\text{104}\) Also listed in EPAPS Table 2 are the ground state, intermediate state and upper \( (1^3\Delta) \) state levels, and PUMP and PROBE laser frequencies for each PFOODR transition studied in this work.

**E. Hyperfine structure**

Hyperfine structure is readily observable in this experiment because the double resonance technique using narrow-band lasers is inherently Doppler free. The NaK ground state \( X(1)^1\Sigma^+ \) is expected to have negligible hyperfine structure\(^\text{83,113} \) since \( S=0 \) and \( \Lambda=0 \) (see the discussion below). Therefore, the pump laser resonance condition is

\[
\hbar \omega_{\text{PUMP}} = E[b(1)^3\Pi_{\Omega=0}(v_b, J_b, F_b)] - E[X(1)^1\Sigma^+(v_X, J_X)] + \hbar \bar{k}_{\text{PUMP}} \cdot \vec{v} \\
= E[b(1)^3\Pi_{\Omega=0}(v_b, J_b, F_b)] - E[X(1)^1\Sigma^+(v_X, J_X)] + \frac{\hbar \omega_{\text{PUMP}} r_{\text{PUMP}} \mu_{\text{PUMP}} \vec{v} \cdot \vec{z}}{c},
\] (7)

where \( \omega_{\text{PUMP}} \) and \( \bar{k}_{\text{PUMP}} \) are the PUMP laser frequency and wave vector, \( n_{\text{PUMP}} \) is the index of refraction of the vapor at \( \omega_{\text{PUMP}} \), and \( \vec{v} \) is the molecular velocity. \( E[b(1)^3\Pi_{\Omega=0}(v_b, J_b, F_b)] \) is the energy of the \( b(1)^3\Pi_{\Omega=0}(v_b, J_b, F_b) \) hyperfine level, and \( E[X(1)^1\Sigma^+(v_X, J_X)] \) is the energy of the initial \( X(1)^1\Sigma^+(v_X, J_X) \) level. Here, the PUMP laser propagation direction is chosen to be the \( z \) axis. Thus only one velocity group (i.e., those molecules with a \( z \) component of velocity \( v_z \)) will be excited for each intermediate state hyperfine level \( F_b \).

The PROBE laser resonance condition is similarly given by the expression

\[
\hbar \omega_{\text{PROBE}} = E[(1)^3\Delta(v_\Delta, N_\Delta, J_\Delta, F_\Delta)] - E[b(1)^3\Pi_{\Omega=0}(v_b, J_b, F_b)] + \hbar \bar{k}_{\text{PROBE}} \cdot \vec{v} \\
= E[(1)^3\Delta(v_\Delta, N_\Delta, J_\Delta, F_\Delta)] - E[b(1)^3\Pi_{\Omega=0}(v_b, J_b, F_b)] + \frac{\hbar \omega_{\text{PROBE}} r_{\text{PROBE}} \mu_{\text{PROBE}} \vec{v} \cdot \vec{z}}{c},
\] (8)

where \( \omega_{\text{PROBE}} \) and \( \bar{k}_{\text{PROBE}} \) are the PROBE laser frequency and wave vector, \( r_{\text{PROBE}} \) is the index of refraction of the vapor at \( \omega_{\text{PROBE}} \), and \( E[(1)^3\Delta(v_\Delta, N_\Delta, J_\Delta, F_\Delta)] \) is the en-

![FIG. 7. Measured \( A_\Delta \) values (with error bars), obtained from least-squares fitting of experimental term values using the LSQ program, plotted against \((v + 1/2)\). Solid line is a linear fit to the function \( A_\Delta = A_0 + A_1(v + 1/2) \) with \( A_0 = -0.23491 \) and \( A_1 = -0.00124 \).](image-url)
ergy of the level $1^3\Delta(v, N, J, F, \Delta)$. The upper (minus) sign in Eq. (8) corresponds to the case of counterpropagating lasers (PROBE propagating in the $-z$ direction) and the lower (plus) sign to the case of copropagating lasers.

We define $E[b(1)^3\Pi_{\Omega=0}(v_b, J_b)]$ and $E[(1)^3\Delta(v, N, J, \Delta)]$ to be the weighted means of the $b(1)^3\Pi_{\Omega=0}(v_b, J_b, F_b)$ and $1^3\Delta(v, N, J, F, \Delta)$ hyperfine components, respectively. If we assume for simplicity that the PUMP laser is fixed to line center of the $b(1)^3\Pi_{\Omega=0}(v_b, J_b)\rightarrow X(1)^3\Sigma^+(v_x, J_x)$ transition, $h\omega_{\text{PUMP}} = E[b(1)^3\Pi_{\Omega=0}(v_b, J_b)] - E[X(1)^3\Sigma^+(v_x, J_x)]$, and that the indices of refraction $n_{\text{PUMP}}$ and $n_{\text{PROBE}}$ are both equal to 1, we can eliminate $v_c$ from Eqs. (7) and (8) and obtain the PROBE laser resonance condition:

$$h\omega_{\text{PROBE}} - \{E[(1)^3\Delta(v, N, J, \Delta)]$$

- $E[b(1)^3\Pi_{\Omega=0}(v_b, J_b)]$}

= $\{E[(1)^3\Delta(v, N, J, \Delta)]\} - \left(1 + \frac{\omega_{\text{PROBE}}}{\omega_{\text{PUMP}}}\right)$

- $\approx [E[b(1)^3\Pi_{\Omega=0}(v_b, J_b, F_b)]$

- $E[b(1)^3\Pi_{\Omega=0}(v_b, J_b)]\}$. (9)

For the case of counterpropagating lasers [the minus sign in Eq. (9)], and in the limit that $\omega_{\text{PROBE}} = \omega_{\text{PUMP}}$ we see that the intermediate $b(1)^3\Pi_{\Omega=0}$ state hyperfine structure drops out, and the probe laser simply traces out the hyperfine structure of the upper state as it is scanned around the weighted mean of the $1^3\Delta(v, N, J, \Delta)\rightarrow b(1)^3\Pi_{\Omega=0}(v_b, J_b)$ transition. In the present case, $0.81 < \omega_{\text{PROBE}}/\omega_{\text{PUMP}} < 0.96$. Thus, the counterpropagating geometry facilitates the observation of the upper $1^3\Delta$ state hyperfine structure, by canceling most of the contribution from the $b(1)^3\Pi_{\Omega=0}$ state.

In the copropagating case [the plus sign in Eq. (9)], we see that both the $1^3\Delta$ state and the $b(1)^3\Pi_{\Omega=0}$ state hyperfine structures contribute to the observed line spacings. In the limit that $\omega_{\text{PROBE}} = \omega_{\text{PUMP}}$ the line spacings will reflect the $1^3\Delta$ state hyperfine structure minus twice the $b(1)^3\Pi_{\Omega=0}$ state hyperfine structure. Thus, the difference between the line spacings in the co- and counterpropagating geometries allows the $b(1)^3\Pi_{\Omega=0}$ state hyperfine structure to be studied. Examples of spectra recorded with the co- and counterpropagating PUMP/PROBE geometries are shown in Fig. 8.

According to Ref. 114, the diagonal matrix elements of the Fermi contact interaction (see below) are expected to be negligible for the $b(1)^3\Pi_{\Omega=0}$ state. However, the $\Omega=1$ and $\Omega=2$ components have nonzero diagonal matrix elements, and the $b(1)^3\Pi_{\Omega=0}$ state might acquire appreciable hyperfine structure from mixing of the three fine structure components as the rotation number increases. In Ref. 115, for example, the analogous Na$_2$ $3^3\Pi_{\Omega=0,v}$ state was found to have hyperfine structure splittings that are comparable to those of the $3^3\Pi_{\Omega=2,a}$ state and much larger than those for the $3^3\Pi_{\Omega=1,a}$ state. In addition, perturbations between $b(1)^3\Pi_{\Omega=0}$ and other states can result in appreciable hyperfine structure. Ishikawa et al. report NaK $b(1)^3\Pi_{\Omega=0}(v \sim 62)$ state total hyperfine splittings (i.e., splittings between the lowest- and highest-frequency hyperfine components of a line) of up to $-0.02\;\text{cm}^{-1}$, but only in the range $15 < J < 30$, where the $b(1)^3\Pi_{\Omega=0}(v \sim 62)$ state is strongly perturbed by the $c(2)^3\Sigma^+$ state. From a comparison of Figs. 8(a) and 8(b), we can estimate that the total splitting of the NaK $b(1)^3\Pi_{\Omega=0}(v = 17, J = 26, e, \pm)$ level is approximately 0.0060 $\text{cm}^{-1}$. A detailed analysis of the NaK $b(1)^3\Pi_{\Omega=0}$ state hyperfine structure would require more data obtained with the copropagating geometry.

The magnetic hyperfine structure Hamiltonian for a diatomic molecule described in Hund’s case a or b can be written as:

$$H_{\text{hfs}} = \sum_{J,i} [a\Delta\tilde{I}(i)\cdot\hat{\tilde{K}} + (b - c)\tilde{I}(i)\cdot\tilde{S}(i)] + 3c(\tilde{I}(i)\cdot\hat{\tilde{K}})(\tilde{S}(i)\cdot\hat{\tilde{K}}),$$

where

FIG. 8. Fine and hyperfine structure of the $1^3\Delta(v=17, N=26)$ $\rightarrow b(1)^3\Pi_{\Omega=0}(v=17, J=26)$ transition recorded with the PROBE laser (a) copropagating and (b) counterpropagating with the PUMP laser. In part (b) the observed hyperfine structure is primarily that of the upper $1^3\Delta$ state. In part (a) the observed hyperfine structure is that of the upper $1^3\Delta$ state minus approximately twice that of the intermediate $b(1)^3\Pi_{\Omega=0}$ level. Since the hyperfine structure of the $1^3\Delta(v=17, N=26, J=25)$ level is inverted, the intermediate level hyperfine structure (multiplied by $\{1 + \omega_{\text{PROBE}}/\omega_{\text{PUMP}}\}$ increases the observed splittings relative to those in the copropagating case. For the $1^3\Delta(v=17, N=26, J=27)$ level, which is not inverted, the observed splittings are compressed.
filled shells do not contribute since molecule and both nuclei. However, electrons occupying separation between nucleus \( n \) and \( \psi(r_{in}=0) \) is the probability of finding electron \( i \) at the position of \( n \), and \( \theta \) is the angle between the internuclear axis and the vector \( \vec{r}_{in} \). \( \vec{S}(i) \) and \( \vec{l}(n) \) are the spin angular momenta of electron \( i \) and nucleus \( n \), respectively. The term \( b \vec{I} \cdot \vec{S} \) represents the Fermi contact interaction, while the \( a \) and \( c \) terms represent the nuclear spin–electron orbital angular momentum interaction, and the nuclear spin–electron spin dipole interaction, respectively.

The sum in expression (10) runs over all electrons in the molecule and both nuclei. However, electrons occupying filled shells do not contribute since \( \Lambda = 0 \) and \( \Sigma = 0 \) for those electrons. The probability \( |\psi(r_{in}=0)|^2 \) of finding the electron at the position of the nucleus is negligible unless there is an appreciable amount of atomic \( s \) state orbital in the wave function of an unpaired electron. Conversely, when there is an appreciable amount of atomic \( s \) state orbital in the electron wave function, the Fermi contact term usually dominates the magnetic hyperfine interaction.\(^{74,83,96,117}\) In the present case, the NaK 1 3\( \Delta \) state dissociates to the Na(3s\(^2\)S\(_{1/2}\)) + K(3d\(^2\)D\(_{5/2}\)) asymptotic limit. Thus, the hyperfine structure of this state should be dominated by the Fermi contact interaction involving the sodium atom nucleus \( (I = \frac{3}{2}) \).\(^{74}\) Under these circumstances, interactions involving the electric quadrupole moments of the nuclei can also be neglected.

Evaluation of the hyperfine energies from the Hamiltonian given in Eq. (10) depends on the angular momentum coupling scheme followed in the case of interest. The NaK 1 3\( \Delta \) state is close to Hund’s case b, where the electron spin is not coupled strongly to the internuclear axis. If the nuclear spin angular momentum is also not coupled strongly to the internuclear axis then the coupling case is called \( b \beta \) and two subcases are possible. In case \( b_{BS} \), \( \vec{S} \), and \( \vec{I} \) couple to form an intermediate vector \( \vec{G} = (\vec{S} + \vec{I}) = \vec{G} \) and then \( \vec{G} \) couples to \( \vec{N} \) to form the total angular momentum vector \( \vec{F} \) (\( \vec{G} + \vec{N} = \vec{F} \)). In case \( b_{BJ} \), \( \vec{S} \) first couples to \( \vec{N} \) to form \( \vec{J} = (\vec{S} + \vec{N} = \vec{J}) \) and \( \vec{I} \) then couples to \( \vec{J} \) to form the total angular momentum vector \( \vec{F} = (\vec{I} + \vec{J} = \vec{F}) \). The case \( b_{BS} \) and \( b_{BJ} \) coupling schemes are illustrated in Fig. 5 of Ref. 47 (or Fig. 8-1 in Ref. 96). For the NaK 1 3\( \Delta \) state and low rotation quantum number \( N \), \( \vec{J} \) is approximately a good quantum number [see Fig. 2(b)] and the \( b_{BJ} \) coupling scheme is valid. At higher \( N \) values [Fig. 2(a)], the coupling scheme is intermediate between cases \( b_{BS} \) and \( b_{BJ} \).

In the case \( b_{BJ} \) limit, and for \( S = 1 \), the Fermi contact interaction hyperfine splittings are given by\(^{96}\)

\[
E_{J-N+1} = \frac{b}{2(N+1)} \left( F(F+1) - I(I+1) - J(J+1) \right) \hbar^2, \quad (12)
\]

\[
E_{J-N} = \frac{b}{2N(N+1)} \left( F(F+1) - I(I+1) - J(J+1) \right) \hbar^2, \quad (13)
\]

\[
E_{J-N-1} = -\frac{b}{2N} \left( F(F+1) - I(I+1) - J(J+1) \right) \hbar^2. \quad (14)
\]

These results can be understood from a simple vector coupling model.\(^{114}\) In case \( b_{BJ} \), \( \vec{S} \) and \( \vec{N} \) precess rapidly around \( \vec{J} \) and only \( S \), the component of the electron spin along \( \vec{J} \), contributes to the effective spin dipole moment. Thus, the coupling term becomes \( \vec{b} \cdot \vec{S} = b \vec{I} \cdot \vec{S} = \vec{b} \cdot \vec{I}(S_I/|\vec{J}|) \). For \( J = N+1 \) we have \(|\vec{J}| = (J(J+1))^{1/2} \hbar \) and \(|\vec{N}| = [N(N+1)]^{1/2} \hbar = [(J-1)J]^{1/2} \hbar \), while \(|\vec{S}| = (S(S+1))^{1/2} \hbar = [2J(J+1)]^{1/2} \hbar \) for \( S = 1 \). From the geometry of Fig. 18 (\( F_1 \) component) of Ref. 114, we can therefore see that

\[
|\vec{S}|^2 - S_z^2 = \frac{S(S+1)}{2}
\]

\[
= |\vec{N}|^2 - |\vec{J}|-S_J^2
\]

\[
= [(J-1)J]^{1/2} \hbar^2 - [(J(J+1))^{1/2} \hbar - S_J]^2,
\]

\[
2J^2 - S_J^2 = -2Jh^2 + 2S_J\hbar^2 (J(J+1))^{1/2} \hbar - S_J^2,
\]

where \( S_J \) and \( S_z \) represent the components of the vector \( \vec{S} \) along \( \vec{J} \) and perpendicular to \( \vec{J} \), respectively. Equation (15) then yields

\[
\frac{S_J}{|\vec{J}|} = \frac{(J+1)J}{(J(J+1))^{1/2}} = \frac{1}{N+1}.
\]

Since \( \vec{I} \cdot \vec{J} = \frac{3}{2} F(F+1) - I(I+1) - J(J+1) \hbar^2 \), this result leads directly to Eq. (12). In a similar fashion, the \( F_2 \) and \( F_3 \) diagrams of Fig. 18, Ref. 114 lead directly to Eqs. (13) and (14). Note that the extra factor of \( N \) in the denominator of Eq. (13) (as compared to Eq. (12)) causes the hyperfine splittings of \( F_2 \) components \((J=N \text{ components})\) to be more than an order of magnitude smaller than those of \( F_1 \) and \( F_3 \) components, for all \( N \) values used in the present study. This is readily observable in Fig. 2(b), where the \( F_2 \) component hyperfine structure is not resolved while the hyperfine structure of the \( F_1 \) and \( F_3 \) components is clearly resolved.

As stated above, the dominant contribution to the NaK 1 3\( \Delta \) state hyperfine structure is the Fermi contact interaction between the unpaired electron spins and the sodium nuclear spin. Since the sodium nuclear spin quantum number is \( I = \frac{3}{2} \), we expect each rotational level \( J \) to split into four components: \( F = J-\frac{3}{2}, J-\frac{1}{2}, J+\frac{1}{2}, \) and \( J+\frac{3}{2} \).

In the case \( b_{BJ} \) coupling scheme, we see from Eqs. (12)–(14) that each of the three fine structure components \((F_1, F_2, \text{ and } F_3)\) of an \( N \) manifold obey a Landé interval rule:

\[
\Delta E_{N}(J,F) = E(J,F) - E(J,F-1) = \alpha J, \quad (17)
\]

with


\[
\alpha_{J=N+1} = \frac{\hbar^2}{N+1},
\]

\[
\alpha_{J=N} = \frac{\hbar^2}{N(N+1)},
\]

\[
\alpha_{J=N-1} = -\frac{\hbar^2}{N}.
\]

Thus, we expect that the \( F_1 \) component (\( J=N+1 \)) will display four lines with spacings of \( \alpha_{J=N+1}(J-\frac{1}{2}) \), \( \alpha_{J=N+1}(J+\frac{1}{2}) \), and \( \alpha_{J=N+1}(J+\frac{3}{2}) \), in order of increasing energy, or \( \hbar^2(N+\frac{1}{2})(N+1) \), \( \hbar^2(N+\frac{3}{2})(N+1) \), and \( \hbar^2(N+\frac{5}{2})(N+1) \). Similarly, the \( F_3 \) component (\( J=N-1 \)) will be inverted, with spacings of \( -\alpha_{J=N-1}(J+\frac{1}{2}) \), \( -\alpha_{J=N-1}(J-\frac{1}{2}) \), and \( -\alpha_{J=N-1}(J-\frac{3}{2}) \), or \( \hbar^2(N-\frac{1}{2})/N \), \( \hbar^2(N-\frac{3}{2})/N \), and \( \hbar^2(N-\frac{5}{2})/N \). Finally, the \( F_2 \) component will also display four lines with spacings of \( \alpha_{J=N}(J-\frac{1}{2}) \), \( \alpha_{J=N}(J+\frac{1}{2}) \), and \( \alpha_{J=N}(J+\frac{3}{2}) \), or \( \hbar^2(N-\frac{1}{2})/[N(N+1)] \), \( \hbar^2(N+1/2)/[N(N+1)] \), and \( \hbar^2(N+3/2)/[N(N+1)] \).

Transitions to the NaK \( 1^3\Delta \) state rotational levels \( N = 13-17 \) from the intermediate state window level \( A(2)^1\Sigma^+(v_A = 15, J = 15) \rightarrow b(1)^3\Pi_{\Omega=0}(v_b = 15, J = 15) \), recorded with the counterpropagating PUMP/PROBE geometry, were used to analyze the \( 1^3\Delta \) state hyperfine structure, since these represent the lowest rotational levels studied, and thus most closely approximate the case \( b_{CJ} \) coupling scheme. In all cases, the hyperfine structure of the \( F_2 \) component was unresolved [see Fig. 2(b)]. However, an analysis of 378 line splittings in the \( F_1 \) and \( F_3 \) components allowed us to determine the value

\[
\hbar^2 = 0.0111 \text{ cm}^{-1}.
\]

Deviations from the Landé interval rule are on the order of 10%. Such deviations result from residual hyperfine structure of the \( b(1)^3\Pi_{\Omega=0} \) intermediate state level that does not cancel out completely, even in the counterpropagating geometry, due to the unequal frequencies of the PUMP and PROBE lasers, and from neglect of various small contributions to the \( 1^3\Delta \) state hyperfine structure. The latter include the Fermi contact term associated with the potassium atom nucleus (which contributes if the molecular \( 1^3\Delta \) state wave function has a nonzero contribution from a potassium atom \( s \) orbital), nuclear spin–electron orbital and nuclear spin–electron spin magnetic dipole interactions, and interactions involving the electric quadrupole moments of the nuclei. In addition, we can see from Fig. 2(a) that at high \( N \) the hyperfine splittings become comparable to the fine structure splittings. Thus, \( J \) is not a good quantum number in this limit and the hyperfine structure must be considered to be intermediate between the \( b_{CJ} \) and \( b_{PS} \) coupling limits. One could, in principle, extend the Hund’s case a matrix elements of Eq. (5) to include hyperfine interactions (using, for example, case \( a_b \) basis functions), and diagonalize the resulting \( 12 \times 12 \) matrix. Such an analysis might need to include spin–spin and spin–rotation interactions as well as the so-far-neglected hyperfine interactions. We have not attempted this analysis in the present case because it appears unlikely that it would result in a significantly improved value for the \( 1^3\Delta \) state Fermi contact interaction constant reported above.

F. Gateway effect

In this work we observed strong collisional transfer of population from one member of a mutually perturbing \( A(2)^1\Sigma^+(v_A, J) \rightarrow b(1)^3\Pi(v_b, J) \) pair of levels to the other member. Specifically, we found that we could PUMP the predominantly singlet member of the mutually perturbing pair from the ground state, \( A(2)^1\Sigma^+(v_A, J) \rightarrow X(1)^1\Sigma^+(v_X, J = \pm 1) \), and then PROBE on the \( 1^3\Delta(v_A, N_A, J_A) \rightarrow b(1)^3\Pi(v_b, J) \) transition starting from the predominantly triplet member of the pair, or \textit{vice versa.} These collision-assisted transitions to the \( 1^3\Delta \) state were important to our data analysis because they provided the only recorded data on the lowest observed vibrational level \( v_A = 3 \). Typically, the intensities of PROBE lines observed following collisional transfer from the predominantly singlet level of the mutually perturbing pair to the predominantly triplet level were \( \sim 35\%-40\% \) as strong as the direct double resonance signals through the predominantly singlet level at a buffer gas pressure of \( \sim 1 \) Torr.

This strong collisional transfer between mutually perturbing levels of the \( A(2)^1\Sigma^+ \) and \( b(1)^3\Pi \) states appears to be an example of the “gateway effect” first suggested by Gelbart and Freed. In this model, the collision cross section is much greater for transfer of population between the mutually perturbing levels of the two electronic states, than for transfer between nonperturbing levels. Thus, if the \( A(2)^1\Sigma^+(v_A, J) \rightarrow b(1)^3\Pi(v_b, J) \) perturbation is strongest for \( J = J_p \), the collisional transfer of population from \( A(2)^1\Sigma^+(v_A, J_A) \) to \( b(1)^3\Pi(v_b, J_b) \) is most likely to occur through a series of collisions utilizing the \( J_p \) perturbations as a “gateway:”

\[
A(2)^1\Sigma^+(v_A, J_A) + M \rightarrow A(2)^1\Sigma^+(v_A, J_p),
\]

\[
A(2)^1\Sigma^+(v_A, J_p) + M \rightarrow b(1)^3\Pi(v_b, J_p),
\]

\[
b(1)^3\Pi(v_b, J_b) + M \rightarrow b(1)^3\Pi(v_b, J_b),
\]

The value of the constant representing the Fermi contact interaction between the electron spin and the sodium nucleus for the NaK \( 1^3\Delta \) state reported in Eq. (19) above is consistent with the values 0.0104, 0.0112, 0.0108, and 0.0105 cm\(^{-1}\) reported in Refs. 73, 81, 82, and 83, respectively, for the NaK \( c(2)^1\Sigma^+ \) state. Reference 74 gives the value 0.0142 cm\(^{-1}\) for the Fermi contact interaction between the electron spin and sodium nucleus in the NaK \( a(1)^1\Sigma^+ \) state.
where $M$ represents some collision partner, and the transfer from $J_A$ to $J_p$ and from $J_p$ to $J_b$ may occur in one or several steps.

The gateway effect has been observed previously in the homonuclear alkali diatomic molecules Na$_2$ and Li$_2$. It appears likely that a similar phenomenon is occurring here in the NaK molecule. However, more data is needed to characterize the effect in this case, and this work is planned for the near future.

**IV. CONCLUSIONS**

We have characterized the NaK 1 $^3\Delta$ state by the perturbation-facilitated optical–optical double resonance method. Levels of the 1 $^3\Delta$ state were easily identified by the characteristic intensity pattern of their rotational lines observed in excitation. These patterns are the result of fine and hyperfine structure involving the interaction of the electron and nuclear spins with the other angular momentum vectors in the molecule. From the line positions, we have fit a complete set of Dunham coefficients for the 1 $^3\Delta$ state and have constructed an RKR potential curve from the experimental data. As has been the case with other electronic states of the NaK molecule that have been studied experimentally, this experimental potential curve is in excellent agreement with the recent theoretical potentials of Magnier and Millié.

The 1 $^3\Delta$ state lies between the Hund’s case a and Hund’s case b coupling limits, but is much closer to case b. The three $J$ levels within an $N$ manifold, $J=N-1$, $J=N$, and $J=N+1$, are split by the spin–orbit interaction in this case. We have studied this fine structure using the deperturbation program, LSQ. This analysis has resulted in the determination of the spin–orbit interaction constant, which varies slowly with the 1 $^3\Delta$ state vibrational level. We have also made a relatively crude, first attempt to analyze the 1 $^3\Delta$ state hyperfine structure. Like most other states of alkali diatomic molecules that have been studied to date, the hyperfine interaction of the NaK 1 $^3\Delta$ state is dominated by the Fermi contact interaction. In the present case, the 1 $^3\Delta$ state dissociates to the Na(3$^2S$) + K(3$^2D$) dissociation limit, so the dominant effect is due to the Fermi contact interaction of the electron spin magnetic dipole moment with the sodium nuclear spin moment. We have determined the value of the Fermi contact interaction constant, but additional work should be carried out to refine this value. Ultimately, a complete deperturbation of the combined fine and hyperfine interactions, also taking into account the spin–spin and spin–rotation interactions should be carried out.

Our results indicate that the collisional “gateway” effect, previously observed in Na$_2$ and Li$_2$ is also operating effectively in the NaK $b(1)^2\Pi(2)$ system. Further studies to quantify this effect are planned for the near future in our lab.
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