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An experimental study of theBI, electronic state ofLi,, using the Perturbation—Facilitated Optical-Optical Double
Resonance (PFOODR) technique, was recently reported [A. Yiannopeu#by J. Chem. Phy4.03,5898, (1995)]. However,
due to the very small number of knowhi, A3 ~ b3II, window levels, only 13 ro-vibrational levels (spanning a range
of vibrational levels designated, — 1 tov, + 3 in that reference) could be observed. Dunham coefficients, based on the
assignmenv, = 7, were found to fit the observed term values and give a qualitative fit to the intensities of the first six lines
of the 33Hg (v = v,, N = 11) — b1, emission spectrum. However, due to the limited number of levels used in the fit,
both the absolute vibrational numbering and tﬁﬂg RKR potential curve obtained from the Dunham coefficients, must be
considered to be uncertain. In the present work, we show that the previously rep’ﬁﬁt@ﬂtKR curve is unable to reproduce
the experimental intensity distribution in tHei, 331, (v, = 7, N = 11) — a®3" emission continuum. We report new
experimental data for thé.i, 3°II, (v, + 1, N = 11) — a®% bound-free continuum and discretél8, (v, + 1, N =
11) — b3II, spectra obtained using the PFOODR experimental technique. We demonstrate that the correct vibrational
numbering and an improved RKR potential curve can be obtained by analyzing the experimental term values in combination
with all observed bound-free and discrete spectra. Finally, term values foflfou8°I1, ro-vibrational levels were obtained
using PFOODR spectroscopy. The measured isotope shifts confirm the absolute vibrational numbering obtained from the
present analysis.o 1999 Academic Press

1. INTRODUCTION 7) ~ b, (v/ = 19,N’ = 7), andA’S (v' = 13,J =
11) ~ b, (v = 19, N’ = 10)). The 211, state was well
Alkali diatomic molecules have been studied extensivepharacterized since transitions into a wide range 12
over the last several decades because they are theoreticglyational levels ¢ = 0—41) were observed. However, large
tractable and their electronic transitions can be pumped UsiBgnck—Condon factors exist only for a limited number o
visible and near IR tunable dye lasers,Lin particular, has yansitions into levels of the 381, electronic state from the
attracted considerable attention because, exceptfdtldthe  a1v+ _ 1311 window levels. Thus only 13 ro-vibrational
. . u u . 1
S|mplest stable hqmonuclear molecule. Most expenmen]g{lels of the §Hg state were observed (spanning a range
studies of the alkali molecules have concentrated on the SPWprational levels designated, — 1 tov, + 3). The absolute

singlet electronic states due to the dipole selection rule on SPIBati . e :
. . ibrational numbering was difficult to determine and tHél
(AS = 0) and the fact that the ground statézg is a singlet. é\g — v, N = 11) ?ovibrational level with the term vaaiue
X!

The development of Perturbation—Facilitated Optical-Optic 4 . T
Double Resonance (PFOODR) spectroscopy in 1983hés 491'452 cm-was aSS'gned to, = 7 in Ref. @), based on
%fcountlng of nodes in the bound—freé‘fBg (v=v,N=

opened the door to the study of the triplet electronic states 35+ . d a simulati £i ities for th
the alkali molecules. In this technique, advantage is taken Jo:l‘)% a2y continuum, and a simulation of intensities for the
first six lines of the bound—boundB (v = v,, N = 11) —

mutually perturbing pairs of levels such ASS. (v, J) ~ 3 o ! i
b1, (v,, J). Nearly degenerate levels of these two stateg_,nu emission spectrum. However, this numbering was cor
which have the sam@ are coupled by the spin—orbit interacSidered uncertain becguse the long wavelength end of t
tion. The resulting mixed states have both singlet and triple@und-free continuum is overlapped by the short waveleng
character. High-lying triplet states can then be accessed fr6ffl of the stronger 31y — b°II,, bound—bound emission,
these mixed singlet—triplet window levels in a double-resgthile the long wavelength end of the latter is, in turn, strongly
nance experiment. overlapped bA'S © — xlzg fluorescence lines (produced by
Recently, Yiannopouloet al. (2) reported PFOODR studiesboth the pump and probe lasers individually). Moreover, th
of the "Li, 2°I1, and 31, electronic states using the onlylimited range of observed rotational and vibrational levels
known “Li, A'S . ~ b3I1, window levels A3} (v = 13, requires the fitting of a limited number of Dunham coefficient:
J =4)~ Db, (v =19,N =5),AS" (v = 13,) = forthe 33Hg state. The long extrapolation to the bottom of the
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148 IVANOV ET AL.

potential well is necessarily uncertain, and the RKR potential
constructed from the Dunham coefficients reflects that same}
uncertainty. For this reason, calculated Franck—Condon factorg
for 3%1, — b®Il,, transitions must also be considered suspect.
In light of recent work by two of us3-5 devoted to the
development of new techniques for inverting experimental
spectroscopic data to yield adiabatic potential curves of mol- ||
ecules, we set out to simulate the intensity distribution of the
bound-free 3I, (v = v,, N = 11) — a3 continuum.
Calculations based on tHiki, 3°I1, RKR potential reported in
(2) (based on the assignmewnf = 7) did not allow us to
reproduce the experimental spectrum. We have, therefore, car
ried out additional measurements at Temple University to oMo A
record the 3I1, (v = v, + 1, N = 11) — a®%} continuum
and the short wavelength sections of th#I3 (v = v, =+ 1,
N = 11) — b°II, discrete spectra, as well as more completerig. 1. Experimentaf’Li, 3%, (v = v,, N = 11) — a3, bound-free
33Hg (v=v,N=11) — b31_[u bound—bound emission continuum and corresponding initial simulation based upon the vibration:
scans. These have been combined with the previdllg 8 =  numberingv, = 7 and the 3l state RKR potential from2).
v,, N = 11) — a33} continuum spectrum and the term
values reported in2) in a global fit to determine the correctCondon approximatiorVI(R) = constant (wherd(R) is the
vibrational numbering and an improved RKR potential, whictransition dipole moment as a function of internuclear separ:
are presented below. We believe this technique, which makém R), was used in our initial calculations. The other detail
use of bound—bound and bound-free emission spectra, in aflthe simulation were the same as #).(The basic approach
dition to measured term values, is useful for determining moigas follows. First, the Schdinger equation is solved numer-
accurate experimental potential curves in cases where onljcally for the upper bound state potential to yield the nuclea
limited number of levels can be observed. radial wavefunction corresponding to the particular ro-vibra
As a final check of the vibrational numbering, we havéonal level of interest. Next, the Schdimger equation is again
carried out measurements of term values for four ro-vibrationsdlved for the lower repulsive potential, to yield the free stat
levels of theLi, 3°I1,, state using the window levél'X " (v’ wavefunction corresponding to the continuum level which lie:
=9, J = 20) ~ b%Hu (v = 15, N" = 19) (6) of that below the upper bound state by the energy of the emitte
isotopomer. The isotope shift provides an absolute determiqdnoton ic/A). If the transition dipole moment is assumed to
tion of the vibrational numbering and confirms the results dfe constant withR, then the emission intensity atis simply
the global fit of the’Li, data. TheséLi, 3311g term values proportional to the square of the upper and lower state wav
have been combined with all availabfki, data in one last function overlap integral. The complete spectrum is obtaine
global fit to calculate a final or best RKR potential for the Liby calculating the emission intensity as a function of wave
33Hg state. length (i.e., calculating the upper and lower state wavefunctic
overlaps for various levels lying at different energies within the
2. RESULTS lower state continuum). The result of this first simulation is
shown in Fig. 1. The computed and experimental spectra diff
As a first step, we carried out a direct simulation of thstrongly.
intensity distribution in the'Li, 33Hg (v=v,N=11)— The intensity distribution depends on the electronic stat
a3 continuum, using computer programs implementing thgotentials and on the transition moment operaf{R). The
Numerov—Cooley—Blatt method7) with the initial v, = 7 influence ofM(R) on the node positions in the continuum is
vibrational numbering and the five spectroscopic constagts very weak 4, 11), so the node positions can be used as criteri
Y10 Y20 Yo, @andY;; from (2) (see also Table 1). For thefor the quality of the potentials.
repulsive electronic sta@’s |, we have taken the theoretical One of the possible origins of this inability of the simulation
potential energy curve from8). This potential function was to reproduce the experimental continuum can be the wror
used previously in computations of tHki, 23Hg (v = 17, vibrational numbering of the observed terms. We have tried 1
N =4) - a8} and’Li, 3°3] (v = 10,N = 10) - a’% simulate the continuum with other vibrational numberings,
transition continua4) and was found to reproduce the exper= 8 andv, = 9. In the simulations, analogous t2)(the five
imental spectra with good accuracy. Note that the line intespectroscopic constants, Y,o, Yso, Yo1, @ndY,,; were fitted
sities in theLi, 332g (v = 10,N = 10) — b®II, transition using the observed ro-vibrational term values fr@n(éee also
were also simulated with good accuracy @), (confirming the Table 4 of the present work), and the RKR potential energ
high quality of theb®II, potential curve of Ref.10). The curve was constructed for thé’Bg state using each assumed
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3, STATE OF Lj, 149

Intensities for the first seven lines of thei, 33Hg (v =1,
N = 11) — b, spectra have now been measured by th
same experimental method as #).(The new continuum’Li.,
3, (v, + 1, N = 11) — a®%, was also measured and
used in the analysis. Simulations of the new spectra show th
the situation remains the same; all line intensities are repr
duced with rather good accuracwif = 7 is assumed, but this
assumption does not allow us to reproduce the continua. i
stead, the continua are reproduced rather well if= 9 is
assumed, but this assumption is inconsistent with the expe
mental line spectra. The only conclusion that can be made
that the RKR potential function of the3Hg state, constructed
. as described above, is at least somewhat in error for ai
a0 Vibrational numbering.
A schematic diagram of the Lipotential energy curves
FIG. 2. ExperimentafLi, 3%, (v = v,, N = 11) — a3} bound-free Which are relevant to the current discussion is given in Fig. :
continuum and corresponding initial simulation based upon the vibrationidlcan be seen from the figure that line intensities, arising fror
numberingv, = 9. transitions into the lowest rovibrational levels of théll,,
state, are determined primarily by the left (short-range) limb ¢
vibrational numbering. The closest match to the observéuke ?Hg state potential energy curve. These lines form th
spectrum is the case, = 9 (Fig. 2). On the other hand, theshort wavelength end of the bound—boun%ﬂé — b3,
vibrational numberingsy, = 8 andv, = 9 could not explain band which is most accurately observed and analyzed in tl
the line intensities in théLi, 3%, (v,, N = 11) — b%ll, experiment. On the other hand, the short wavelength end of
transition. These facts together show that no vibrational nueund-free 31, — a®%; continuum, which is most clearly
bering is able to accurately account for all the experimentabserved in the experiment, is determined primarily by th
data through the approach described above. right (long-range) limb of the ?Hg potential. Therefore, we
Next, we tried to apply the WKB nodes methds) {o derive can conclude that the true potential function should behay
the bound state potential function from the continuum. Thagpproximately like the one obtained by assuming= 7 at
method gave the vibrational numbering = 9, but its accu- small internuclear separations, and like the one obtained usi
racy was too low to consider this result unambiguous, espg- = 9 at large separations.
cially since part of the experimental continuum is difficult to Although the Dunham representation for the ro-vibrationa
observe because it is buried beneath the strong bound-boterdhs through a set of; constants is widely applied, it is also
33Hg (vy, N = 11) — b3II, spectrum. well known that this approach is not uniqué2( 13. A
The origin of the inconsistency between the simulations triuncated Dunham series is a good representation for ter
the line intensities and the continuum can be found by analyzalues located near the bottom of a potential well, or perhaj
ing all factors that can influence the observations. The noiteanother limited region of energies far from the dissociatiol
positions in the continuum can only be affected appreciably by
potentials; namely, the bound‘Hg state potential in the case
considered here. The line intensities can be affected by the ucem?
following factors: (i) the potential function; (ii) a possiblessooo [
strong variation of the transition moment operatdfR); and
(iii) nonadiabatic perturbations of the®II, levels. Strong 30%
nonadiabatic perturbations of théll,, levels can be excluded
here based on the results of the line intensity simulation for the™ ozt
Li, 3% (v =10,N = 10) — b®[,, transition in @), acase , | B, .o
where all available experimental data were in good agreement Eesionet0___
with each other. If strong variation of thd(R) function with 5050 L Xﬁcﬁ ’
R appreciably influenced the line intensities, then the agree- ooy N .
ment between the observed and simulated line intensities okeo | L RA
served with thev, = 7 numbering would have to be consid- 2 PR ) s
ered accidental. It is highly unlikely that the same accidental _ _ _
. " . FIG. 3. Potential energy curves of the Linolecule (see text for details).
gomudence would take place for transitions f_rom other Vlbr%'ositions of the ro-vibrational levels®II, (v = 19, N = 10) (excitation
tional levelsv # v,. We have now checked this possibility bYyindow level), 1, (v = v, = 8, N = 11), and thewavefunction of the
carrying out new experimental investigations. latter state are shown.
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150 IVANOV ET AL.

TABLE 1
Spectroscopic Constants of the Li, 33Hg State
spectroscopic spectroscopic constants final spectroscopic theoretical
constants from [2] ! | determined in this work | constants determined in this | spectroscopic
using "Lip data work using all data constants 2
Te 33638.53136 33410.003 33406.385 33456.318
Yo 253.3639233 248.8951 249.8826 246.2885
Yoo -1.865760821 -1.01066 -1.07737 -1.35082
Yao -3.0550(-2) -3.0508(-2) -1.9488(-2)
Yo 0.5183202293 0481777 0.49142 0.47653
Y11 | -1.034563494(-2) -2.5259(-3) -6.3226(-3) -5.2066(-3)
Ya -2.7520(-4) 5.7447(-5) -3.7072(-5)
Yoo -7.6021(-6) -7.1358(-6)
R. 3.044873 3.158 3.127 3.176

Note. All constants are in units of cnt with the exception oR, which is in A.

1 The original Dunham coefficients reported B) (vere based on 11 of the 13 term values reported in
Table IIl of Ref. @) (thev = v, + 3,N = 9, andv = v, + 1, N = 4 terms were excluded). The Dunham
coefficients listed here are based on 12 of the 13 term values Yorlw, + 1, N = 4 was excluded).
All calculations presented in the current work and described as based on the constaherefactually
based on the very slightly revised set of constants given here.

2The theoretical spectroscopic constants in the Table 1 differ from the ones repor®d imfortu-
nately, the latter were incorrect; this can be seen from the inconsistency Rf el Y, , values reported
in (2) (R, = 3.175 Acorresponds tdfy, = 0.477 cm%, rather than the valu¥,, = 0.538 cn?!
reported in 2)). The new theoretical spectroscopic constants given here were estimated by smoothing the
points of the theoretical potential function given B) (vith the Pade—SVD technique, calculating a set of
rovibrational levels, and fitting spectroscopic constants to them.

limit. The wider the range of vibrational quantum level® be reported in ) (see Table 4 of the present work) with these
described, the more spectroscopic constants must be used. fixesl values ofY;, andY,;.

limited number of rovibrational levels that could be observed 3. The RKR potential function was constructed from the ful
in (2), using the three knowfLi, window levels, precluded the set of spectroscopic constants.

fitting of more than the five spectroscopic constaits Y, 4. The experimentally observed continua and line intensitie
Y,0, Yo1, andY,, to the observed term values. However, it isvere simulated using this RKR potential function in the sam
clear that while this limited set of constants may reproduce theganner as described above.

observed level positions in the rangewf (v, — 1) — (v, 5. Corrections to the initia¥;, andY,, values were derived
+ 3), itis not sufficient to accurately represent levels down toy comparison of the experimental and calculated line inter
the bottom of the potential well. Consequently, tﬁ(ﬂg RKR sities and the node positions in the continua.

potential function obtained as described above is unable'.ltﬂese steps were repeated iteratively until the computed a
reproduce the bound-bound and bound-free spectra, which

; : . . experimental data were in agreement. The convergence cri
depend in detail on the lower portions of the potential curve. . .
. fion was that the change in the spectroscopic constants frc
To successfully simulate these spectra, a more complete set 0 - .

. . one step to the next was less than the initial errors in thos

spectroscopic constants is needed. : o
o , constants (derived from the term values only). Taking intt
The following fitting procedure has been used to find a more o o .
complete set of spectroscopic constants account that the Ilnellntensmes are.much more strongly Inf|.L
' enced by subtle details of the potentials and other factors whi

1. Initial values for additional fitting constan¥, andY,,; we have excluded above in our considerationHR), non-
were chosen. adiabatic intermixing), their weights in the fitting procedure
2. The other spectroscopic constaints Y;o, Y20, Yo1, @and  were taken to be less than that of the continua node positior

Y,, were fitted from the observed ro-vibrational level positionshe term value of the rovibrational level = v, + 1, N =

Copyright © 1999 by Academic Press
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47000 U,em’! --- -abinitio curve TABLE 2
= -inifiol RKR potentiai from [2] based uponvi=7. Experimental ®Li, Rovibrational Term Val-
R « - inifici RKR potential based upon v,=9 L ! _1
E - resutting potential (7Li; data only) - ues (in cm™") and Term Values Calculated
26000 ! from the 33Hg Potential Obtained in the
Present Work
v | N | term values | term values calculated from
38000 (experiment) spectroscopic constants
obtained in this work
("Liz data, v, = 8)
34000
4 |18 34776.883 34775.243
fe w vt 5120 35067.149 35067.993
33000 RA
3 4 5 6 | 18| 35274.693 35274.880
FIG. 4. Potential energy curves for thé'ld, state of the Lj molecule.
Theab initio curve (dashed line) is fron2). The potential produced from the 6 ]20] 35315.043 35315.272

data analysis of the present work (solid line) is based orflthedata only.

11), corresponding to the experimental conditions 2y, for

4), which is evidently perturbed, was excluded from the analvo cases: (i) using the3:BIg state potential curve fron®), (ii)
ysis. using the 311, state potential curve obtained in the presen

We were unable to find a satisfactory solution from thigiork from theg’Li2 data as described above. These results a
fitting procedure using either the, = 7 or thev, = 9 shown in Fig. 5. In Ref.2), only the vibrational levels, — 1,
vibrational numbering. The case, = 8 was much more v,, v, + 1, andv, + 3 could be observed; excitation of the
successful. The resulting spectroscopic constants are reported
in Table 1, and the corresponding RKR potential energy curve,
obtained from this global fit of théLi, data, is shown in Fig.
4,in cqmparispn to other variants. The. resulting potential curve U(R) (in cm-2) ‘and RKR Turn-
does, in fact, Ilg close to the one obtained frpm the smaller set ing Points (in A) Obtained in the
of spectroscopic constants with the assumptips= 7 at short Present Work Using all Available
internuclear distances, and close to the one obtained using the 7Li, and °Li, Data
assumptiorv, = 9 at large separations, in agreement with the T R TR UR)
discussion above.

As an independent check of the results, we have computed -0.5 | 3.11805 | 3.13620 | 33406.3843
the excitation probabilities from the intermediate window level
“Li, b°IL, (v = 19, N = 10) into levels'Li, 3%, (v, N =

TABLE 3
Final Li, 3°II, Potential Curve

-0.25 | 2.99445 | 3.27265 | 33468.7872
0 | 2.94329 | 3.33667 | 33531.0525
vy 1 | 2.82395 | 3.50747 | 33778.6812
2 | 274848 | 3.63448 | 34023.8306

3 | 2.60081 | 3.74382 | 34266.4677

1y 4 | 264336 | 3.84311 | 34506.2593
5 | 2.60266 | 3.93588 | 34743.0725
6 | 256676 | 4.02412 | 34976.7241
) I‘ 7 | 2.53445 | 4.10910 | 35207.0312

. m ) | ﬂm 8 | 250490 | 4.19172 | 35433.8107

17000 18000 I 19000 20000

. . i . 9 2.47750 | 4.27264 | 35656.8795
FIG.5. Relative excitation probabilities for tHéi, 3%, (v, N = 11) <

b3, (v = 19, N = 10) transition, simulated with the initial potential from 10 | 2.45182 | 4.35937 | 35876.0546
(2) (white bars) and with the potential of the present work based orilihe

data (black bars). Arrows indicate transitions that were actually observed in the 11 | 2.42749 | 4.43134 | 36091.1530
experiment.
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Tu, em? TLip v=7,N=11)
70007 . -~ - abinitio curve , o

1 \ . -resulting potential [7Li2 data only) ’
36500 | —— - resulling potential (all data) . (o]
360004 °
35500 i, (v=8, N=11) © °
35000 !

| HARERRI
34500

_ Halalrtlal |
34000__ Ly v=9, N=11) o
33500 o

| R &
33000 ————t———t——— o

20 2.5 3.0 3.5 40 45 5.0 t ‘

FIG. 6. Final Li, 3°IT; RKR potential determined in this work using all 611, (v=6, N=20]
“Li, and®Li, data (solid line), théLi, data only (points), andb initio curve 2T °
(dashed line) from32). o
® @
. <
levelv, + 2 from b3, (v = 19, N = 10) is apparently too ;@g @‘ WMW ﬂ ? l { h <)
. . . . . . | o~

weak for observation. This result is consistent with the simu- w000 ' oo sﬁoo & 5900 @ 000
lated excitation probabilities based on ttf(—ﬂ%, state potential Wavelength (3)

obtained from théLi, data in the present work, but inconsis- , s e _
IG. 8. Experimental Lj 3°II (v, N) — b*Il,, line intensities (vertical

,tent with the simulation based on the earlier potential reportﬁﬁgs) and relative intensities calculated using tAH 3state potential obtained
in (2). in the present work from alflLi, and®Li, data using the assignmewnt = 8

All the measured continua and discrete spectra intensities @itles). In all cases, the observed transitions involve onlyrthéJ = N +
reproduced fairly well with this new potential. We have del) components of the upper and lower states. The experimental spectra h:
cided not to present their graphical comparisons because tﬁgg_corrected for the relative ef_fluency of the detection system (includin

. . . olarization effects17)) as a function of wavelength.

do not differ visually from the analogous figures below for the
final potential determined from all the experimental data (in-
cluding the®Li, term values obtained after the analysis pre-

As a verification of the data analysis technique describe
sented above was performed).

above, including the revision of the vibrational numbering
from that given in 2), we have carried out additional experi-
mental measurements on tAe, isotopomer. We have used

the window levelA'S " (v = 9,J" = 20) ~ b3II, (v’ = 15,

N’ = 19) (6) to measure foufLi, term values which are listed

in Table 2. The isotope shift provides an absolute determin:
tion of the vibrational numbering and confirms the valye=

8 obtained in the analysis described above.

When calculating the isotopically shifted term values, we
have taken into account the fact that for rotational quantut
numbers neaN = 20, the spectroscopic constav,, ne-
glected above, gives a significant contributien —1 cm ™.
The value of theY,, constant was estimated using the well-
known relation (see, e.g.14))

4500 Yoo = _4Y81/ Y%o [1]

408
3660 WAVELENGTH (A)
FIG. 7. Experimental'Li, 3°Ig (v = v,, N = 11) — a3} bound-free  from the constants determined above. The predicted term val
continuum and corresponding simulation based on tfid 3state potential Tv:4,N:18 in Table 2 differs from the experimental one

obtained in the present work from dlLi, and®Li, data using the assignment t | t that it i turbed: thi ti
v, = 8. The relative efficiency of the detection system as a function (ﬁ rongly, SO we can sugges at1tIs perturbed; this suggestl

wavelength (including polarization effects7) has been incorporated into the Was independently confirmed b_y fitting a truncated set of onl
simulated spectrum for comparison to the raw experimental data. five constants from aﬂL|2 and6L|2 experimental term values.
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TABLE 4
Li, 33Hg Rovibrational Level Term Values (in cm~?) Calculated with Different Potential Functions
and Compared with the Experimental Values

experiment final potential (this work) initial Dunham fit | theoretical [2]
from (2]
E E difference of term E E

N E v from RKR from values; observed - v from v from
potential  spectroscopic  calculated (from final spectroscopic smoothed
constants spectroscopic constants) constants potential

TLip data
9 | 35246.877 | 7  35246.774 35246.754 0.123 6 35246.714 7 35257.719
11 | 35265.592 | 7  35265.488 35265.477 0.115 6 35265.659 7 35275.930
4 | 35442.167 | 8  35442.203 35442.089 0.078 7 35442.186 8  35448.090
5 | 35446.520 | 8  35446.617 35446.506 0.014 7 35446.593 8  35452.382
6 | 35451.855 | 8  35451.913 35451.803 0.052 7 35451.882 8  35457.530
9 | 35472.994 | 8 35473.073 35472.973 0.021 7 35473.037 8 35478.104
11| 35491.452 | 8  35491.559 35491.469 -0.007 7 35491.547 8  35496.081
4 | 35665.811 | 9  35665.171 35664.980 0.831 8 35665.501 9  35665.254
6 | 35675.031 | 9  35674.765 35674.577 0.454 8 35674.969 9  35674.569
9 | 35695.658 | 9  35695.671 35695.491 0.167 8 35695.628 9 35694.871
11| 35713.803 | 9  35713.935 35713.764 0.039 8 35713.704 9 35712.610
9 | 36129.120 |11 36129.034 36128.754 0.366 10 36129.615 11 36117.027
11} 36146.790 | 11 36146.868 36146.588 0.202 10 36146.822 11 36134.274
bLiy data

18| 34776.883 | 4  34774.433 34774.828 2.055 3 34760.189 4 34797.174
20| 35067.149 | 5 35067.261 35067.638 -0.489 4 35054.549 5 35082.826
18 | 35274.693 } 6 35274.635 35274.836 -0.143 5 35259.394 6 35324.174
20| 35315.043 | 6  35314.949 35315.218 -0.175 5 35300.959 6 35284.839

Note. The experimental measurement error-i6.01 cmi .

The level ¢ = 4, N = 18) has been excluded from the 1. The constanY,, was incorporated by using Eq. [1] with

following analysis. the Y,; andY,, values determined in the previous step of the
In addition, we recorded resolvédi , 33Hg (v =6,N = procedure.
20) — b®II,, bound-bound fluorescence line intensities. 2. The electronic transition dipole moments functMiiR)

The new®Li, data have been combined with the previousf the I, — b°[l, and @I, — a3 transitions were
’Li, data in one last global fit to produce a best set @fstimated in the linear approximatidn(R) = 1 + m,R and
spectroscopic constants (listed in Table 1 as the “finabed in calculations of the bound—bound line and bound-fre
spectroscopic constants”). The final RKR potential curve ontinuum intensities. Then; coefficients were obtained by
listed in Table 3 and plotted in Fig. 6 along with tak initio  the fits of the overall line and continuum intensities and cor
curve from @) and the potential obtained from tAki, data rected several times during computations. The final values a
only. The fitting procedure was improved by two additionah, ~ 0.2 (A)~* for the 33Hg — b3, transition andn, ~
steps. —0.167 (Ay* for the FII; — a’%, transition.
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The 7Li2 33H9 (Vo N =11) - aSZLT continuum, simu- U, em! '3?3???§§§?5&°?§22%won
lated using this resulting potential and transition dipole mo—36000j' i& " 7 of the theoretical potential
ment, is compared to the experimental one in Fig. 7. Thesssoo-

comparison of the simulated and experimental line intensitiegsaoo 4 %i
of the 31, (v, N) — b®Il, spectra for bott/Li, and®Li, 5,500
isotopomers is shown in Fig. 8. The profile of the continuum is34
reproduced very well. The accuracy of the line intensity sim-
ulations, compared to the initial casge = 7, is of the same
quality for the first six lines and is much better for those at the

000

00 l RA
T T T T

10 2

T
0 25 3.0 3.5 40 4.5 5.0
| utheoy) yR®) -1

long wavelength end of the band. The remaining discrepancies o - “, 0 TP ay fae et
in the line intensities can be explained by the factors mentioned 1 [ _
. . . . -10 A %o =- enor of the first-order RKR procedure
above which were neglected in this analysis. An analogous R _  RA
result was also obtained for théi, 33Hg (v + 1, N = 2.0 2.5 3.0 3.5 40 4.5 5.0
3y + ;
11) — a’% continuum. FIG.9. Comparison of the theoretical £ 8°I1, state potential curve and

In summary, we conclude that thi, 33Hg vibrational its reconstruction by the lowest order RKR procedure.
numbering ¢, = 7) previously reported in2) should be
corrected tov, = 8, and that the final spectroscopic constants
reported in Table 1 of the present work give the best represen-
tation of all availabl€'Li, and®Li, experimental data. We notemore precise results for the potential function can be obtaine
that the inclusion of bound-free continua node positions at using the bound state IPA (Inverse Perturbation Approacl
bound-bound spectra line intensities in a global fit with therocedure 15). The third-order RKR procedure ofl§) re-
measured term values, as described here, can lead to significpites knowledge of 3&19 ro-vibrational term values of the
improvements in spectroscopic constants and RKR potentiti® isotopomers in approximately the same region of energit
obtained from limited data sets. and, hence, cannot be used here.
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