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Rotationally inelastic collisions of excited NaK and NaCs molecules
with noble gas and alkali atom perturbers
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We report measurements of rate coefficients at T ≈ 600 K for rotationally inelastic collisions of NaK
molecules in the 2(A)1Σ+ electronic state with helium, argon, and potassium atom perturbers. Several
initial rotational levels J between 14 and 44 were investigated. Collisions involving molecules in low-
lying vibrational levels (v = 0, 1, and 2) of the 2(A)1Σ+ state were studied using Fourier-transform
spectroscopy. Collisions involving molecules in a higher vibrational level, v = 16, were studied using
pump/probe, optical-optical double resonance spectroscopy. In addition, polarization spectroscopy
measurements were carried out to study the transfer of orientation in these collisions. Many, but
not all, of the measurements were carried out in the “single-collision regime” where more than
one collision is unlikely to occur within the lifetime of the excited molecule. The analysis of the
experimental data, which is described in detail, includes an estimate of effects of multiple collisions
on the reported rate coefficients. The most significant result of these experiments is the observation
of a strong propensity for ∆J = even transitions in collisions involving either helium or argon atoms;
the propensity is much stronger for helium than for argon. For the initial rotational levels studied
experimentally, almost all initial orientation is preserved in collisions of NaK 2(A)1Σ+ molecules
with helium. Roughly between 1/3 and 2/3 of the orientation is preserved in collisions with argon, and
almost all orientation is destroyed in collisions with potassium atoms. Complementary measurements
on rotationally inelastic collisions of NaCs 2(A)1Σ+ with argon do not show a ∆J = even propensity.
The experimental results are compared with new theoretical calculations of collisions of NaK 2(A)1Σ+

with helium and argon. The calculations are in good agreement with the absolute magnitudes of the
experimentally determined rate coefficients and accurately reproduce the very strong propensity for
∆J = even transitions in helium collisions and the less strong propensity for ∆J = even transitions
in argon collisions. The calculations also show that collisions with helium are less likely to destroy
orientation than collisions with argon, in agreement with the experimental results. Published by AIP
Publishing. https://doi.org/10.1063/1.4997577

I. INTRODUCTION

Rotationally inelastic collisions of homonuclear alkali
diatomic molecules with noble gas atom perturbers have
attracted a great deal of interest over many years, start-
ing with the pioneering studies of Ottinger et al.,1 Ottinger
and Poppe,2 and Bergmann and Demtröder.3–5 Brunner et
al.6 studied rotationally inelastic collisions of Na2 (A1Σu

+)
molecules with xenon atoms, while Scott et al.7 studied
collisions of Li2 (A1Σu

+) molecules with Xe, Ar, and Ne
atoms. This latter study was expanded to include vibrationally
inelastic collisions and the authors reported a propensity rule
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∆J = �4∆v for the most probable collisional transitions.8–11

McCaffery provided a theoretical interpretation for this inter-
esting result.12 Rate coefficients for ro-vibrationally inelas-
tic collisions of Li2 (A1Σu

+) molecules with neon atoms
were reported by Gao and Stewart13 and Gao et al.,14

for a wide range of initial vibrational levels, and these
results were compared with theoretical calculations obtained
using the ab initio Li2 (A1Σu

+) + Ne potential surface of
Ref. 15.

Rotationally inelastic collisions involving heteronuclear
alkali diatomic molecules have been much less studied. How-
ever, such collisions are of considerable interest since the
symmetry of the molecule is broken, thus allowing for the
possibility of ∆J = odd as well as ∆J = even collisional tran-
sitions (J is the rotational quantum number). Previously in
our group, Wolfe et al.16 carried out a series of measurements
to study transfer of population and transfer of orientation in
collisions of NaK 2(A)1Σ+(v = 16, J = 30) molecules with
argon and potassium atoms. In that work, Wolfe et al. found
a strong ∆J = even propensity for collisions with argon, but
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no such propensity for collisions with potassium. In addition,
they found that rotationally inelastic collisions of potassium
atoms with NaK 2(A)1Σ+(v = 16, J = 30) molecules destroy
almost all orientation of the molecules, while collisions with
argon atoms preserve between roughly 1/3 and 2/3 of the initial
orientation.

Theoretical calculations to investigate these collisions
have also been undertaken in our group.17,18 The first efforts
addressed collisions of NaK 2(A)1Σ+ with helium because it
is a smaller perturber atom. Malenda17 calculated a prelim-
inary potential energy surface (PES) and carried out quan-
tum mechanical calculations based on the rigid rotor approxi-
mation of Arthurs and Dalgarno.19 These calculations
corresponded to v = 0, included transitions among all
rotational states for J ≤ 20, and also provided information
about collisional transfer of orientation and alignment. The
initial results17 showed a strong dependence on initial J for
low J but did not exhibit a propensity for ∆J = even transi-
tions. A subsequent calculation18 with an improved potential
surface did show a ∆J = even propensity although it was less
pronounced than observed experimentally. At that point, the
source of the discrepancy between the calculations and exper-
iments was not obvious due to differences in the perturber
(helium vs. argon), the initial rotational level (J ≤ 20 vs.
J = 30), and the much lower vibrational level (v = 0 vs. v
= 16) used in the calculations. Two possibilities were that a
stronger ∆J = even propensity might only emerge at higher
v and that the propensity might be sensitive to the collision
partner.

In light of the interesting possible dependence of the cross
sections on initial v and J, and in order to provide a more direct
comparison to theory, we decided to carry out a new series of
measurements to study rotationally inelastic collisions of NaK
2(A)1Σ+(v = 16, J = 30) molecules with helium perturbers and
also to study similar collisions with much lower initial v and J
for both argon and helium perturbers. Three separate exper-
imental setups were used for these studies. Optical-optical
double resonance (OODR) spectroscopy was used at Lehigh
University in two configurations: the OODR laser-induced
fluorescence (LIF) technique was used to study transfer of
population between neighboring rotational levels (|∆J | ≤ 4)
in collisions of NaK 2(A)1Σ+(v = 16, J = 30) molecules with
argon, helium, and potassium perturbers, and OODR polariza-
tion labeling (PL) spectroscopy was used to study transfer of
orientation in rotationally inelastic collisions for the same ini-
tial state. Complementary experiments at the Université Lyon
I used a Fourier transform spectrometer (FTS) with one-laser
LIF to observe long progressions of collisional satellite lines
(|∆J | ≤ 64), for NaK in the initial states 2(A)1Σ+(v = 0, J
= 14), (v = 0, J = 30), (v = 1, J = 26), and (v = 2, J = 44). These
studies demonstrate that the ∆J = even propensity is signifi-
cantly more pronounced for helium collisions than for argon
collisions.

As a contrast to the NaK studies, we also carried out
a series of measurements at Lehigh of collisions of NaCs
2(A)1Σ+(v = 14, J = 32) molecules with argon. NaCs has a sig-
nificantly larger permanent electric dipole moment than NaK,
and the difference in mass of sodium and cesium is greater
than that of sodium and potassium. Thus the study of rotational

population transfer in NaCs serves as an interesting compari-
son to similar studies in NaK.

We have also calculated new potential energy surfaces
and have carried out large scale coupled-channel scattering
calculations for collisions of NaK 2(A)1Σ+ with both helium
(1S0) and argon (1S0) perturbers, for initial J ≤ 60 and J
≤ 50, respectively.20,21 Most of our scattering calcula-
tions17,18,20,21 invoked the rigid rotor approximation and used
only the portion of the PES corresponding to the NaK 2(A)1Σ+

bond length fixed at its equilibrium position. Such calcula-
tions best represent vibrationally elastic collisions with v = 0.
Nevertheless, the calculations for several initial values of J
show clear propensities for ∆J = even, which are stronger
for helium perturbers than for argon. The calculations also
show a dramatic dependence of the transfer of orientation on
J and ∆J for v = 0. Orientation is much more likely to be
destroyed in collisions when the initial J is small, although
the details are different for odd and even values of ∆J. In
order to estimate the effect of vibrational excitation, we car-
ried out a few additional calculations21 in which we fixed v
at a higher value and averaged the PES’s over the NaK bond
lengths, using an appropriate vibrational wave function. There
is some justification for this approach, which amounts to a
coupled-channel expansion that includes ro-vibrational levels
for one fixed v > 0, because measured cross sections for vibra-
tionally inelastic collisions for v = 0, 1, and 2 are very small.22

The calculations show that the propensity for ∆J = even tran-
sitions has a greater dependence on the perturber than on the
initial v .

The primary purpose of the present paper is to present new
experimental results and compare them with theoretical calcu-
lations. The details of the calculations will be reported later.
This manuscript is organized as follows. Section II presents
descriptions of the experimental setups used at Lehigh and in
Lyon. Section III discusses the rate equation analysis of the
data obtained in the various experiments, and Sec. IV presents
the data analysis and fitting. Experimental results and compar-
ison between theory and experiment are presented in Sec. V.
Section VI provides a summary of the results and some brief
conclusions.

II. EXPERIMENTAL SETUP
A. Lehigh setup

The OODR experimental setup is shown schematically
in Fig. 1 and is very similar to the setup used by Wolfe
et al.16 Briefly, the alkali metal (either a sodium-potassium or
a sodium-cesium mixture) is contained in a five-arm crossed
heat-pipe oven.23 The central region of the oven is heated to
produce a vapor of alkali atoms (and a small percentage of
alkali molecules). Inert buffer gas (either helium or argon)
is continuously flowed into the oven through inlets near the
ends of the arms, and the valve to the vacuum pump is left
slightly open to allow the removal of impurities. Pressure in
the oven is continuously monitored using an MKS Baratron
capacitance manometer. Cold water is flowed through copper
coils to cool the regions near the windows in order to prevent
the alkali vapor from reaching the windows. The alkali vapor
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FIG. 1. Experimental setup used at Lehigh University. The white light and monochromator/PMT combination is used in measurements of atomic potassium
density using the equivalent width technique. The monochromator (0.33 meter McPherson model 218) was equipped with a 600 groove/mm grating, blazed for
1 µm, and was used in first order. The slits were set to 50 µm, yielding a resolution of 0.13 nm.

moves outward from the central region, but encounters the cold
buffer gas in the region past the ends of the heaters, and con-
denses onto the oven walls. A stainless steel mesh lining the
oven walls acts as a wick to return the liquid metal back to the
hot central region. In the order of decreasing concentration, the
oven contains buffer gas atoms (helium or argon), potassium
and sodium (or cesium and sodium) atoms, and K2, NaK, and
Na2 (Cs2, NaCs, and Na2) molecules.

To obtain the potassium atom density in the NaK experi-
ments, we compared measured white light absorption equiva-
lent widths for the potassium D1 and D2 lines (obtained using
the monochromator/PMT combination shown in Fig. 1, where
PMT stands for photomultiplier tube) to values calculated
numerically using the self-broadening rates of Ref. 24 and
the noble gas broadening rates of Ref. 25. These white light
equivalent width measurements were periodically checked by
low-power laser absorption in the far wings of the D1 line.
In the earlier work published by Wolfe et al.,16 the potassium
density was determined from the Nesmeyanov vapor pressure
formula,26 corrected downward by 22% since those authors
found that the Nesmeyanov formula systematically overesti-
mated the potassium density relative to values obtained with
white light absorption. Additional details about the determi-
nation of the potassium density can be found in Ref. 16. To
determine the noble gas pressure, we first calculated the potas-
sium pressure pK from the potassium atom density nK using the
ideal gas law and subtracted pK from the total heat-pipe oven

pressure determined from the capacitance manometer pressure
reading. The noble gas atom density was then determined from
the noble gas pressure using the ideal gas law.

We used a circularly polarized pump laser (linearly
polarized in the case of NaCs) to excite the NaK or NaCs
molecules from a particular level of the molecular ground
state 1(X)1Σ+(vX , JX ) to the 2(A)1Σ+ state level of interest
2(A)1Σ+(v , J = JX ± 1). The pump laser is either a single-mode
cw dye laser (Coherent model 699-29 using LDS 722 dye) for
the NaK experiments or a single-mode cw titanium-sapphire
(Ti:Sapphire) laser (Coherent model 899-29) for NaCs. Each
of these lasers is pumped by an argon ion laser, and each deliv-
ers 100-600 mW of power with a line width of ∼1 MHz.
Molecules in the directly excited level 2(A)1Σ+(v , J = JX

± 1) or in the collisionally excited levels 2(A)1Σ+(v , J + ∆J)
were further excited to levels of the 31Π state [31Π(v31Π , J31Π)]
for NaK or to levels of the 53ΠΩ=0 state [53ΠΩ=0(v53Π , J53Π)]
for NaCs by a linearly polarized probe laser (Ti:Sapphire for
NaK, dye for NaCs). The pump-probe scheme is illustrated in
Fig. 2.

For the NaK experiments, we monitored total vio-
let fluorescence from the upper level of the probe tran-
sition to the ground state [31Π(v31Π , J31Π) → 1(X)1Σ+ or
31Π(v31Π , J31Π + ∆J) → 1(X)1Σ+] as the probe laser fre-
quency was scanned over transitions involving the directly
excited level [31Π(v31Π , J31Π)← 2(A)1Σ+(v , J)] and over tran-
sitions involving the collisionally excited levels [31Π(v31Π ,
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FIG. 2. Energy level diagram for the Lehigh NaK fluorescence experiment.
In this example, the frequency of the pump laser is fixed to line center of
the 2(A)1Σ+ (vA, J) ← 1(X)1Σ+ (vX , JX = J ± 1) transition. The frequency
of the probe laser is scanned over the “direct” P line 31Π

(
v31Π , J − 1

)
←

2(A)1Σ+ (vA, J) and over the “collisional” P lines 31Π
(
v31Π , J − 1 + ∆J

)
← 2(A)1Σ+ (vA, J + ∆J). Probe laser excitation is detected by monitoring total
violet 31Π → 1(X)1Σ+ fluorescence.

J31Π +∆J)← 2(A)1Σ+(v , J +∆J)]. For NaCs, we monitored
green fluorescence from the upper level of the probe
transition to the lowest triplet state [53ΠΩ=0(v53Π , J53Π)
→ 1(a)3Σ+ or 53ΠΩ=0(v53Π , J53Π +∆J) → 1(a)3Σ+] as
the probe laser frequency was scanned over transitions
involving the directly excited level [53ΠΩ=0(v53Π , J53Π)
← 2(A)1Σ+(v , J)] and the collisionally excited levels
[53ΠΩ=0(v53Π , J53Π +∆J)← 2(A)1Σ+(v , J + ∆J)].

The OODR polarization labeling (PL) experiment is
designed to study collisional transfer of orientation. Orien-
tation is defined as27

O ≡ 〈MJ〉
√

J (J + 1)
(1)

and hence is non-zero only when the average value of the mag-
netic quantum number MJ (projection of J along the laboratory
fixed z-axis) is non-zero. The setup for the PL experiment
is similar to that of the LIF experiment except in the PL
experiment the probe laser beam transmitted through the oven
passes through a linear polarizer that is (almost) crossed with
the probe beam linear polarizer placed before the oven (see
Fig. 1). Since the axes of the two linear polarizers are essen-
tially orthogonal, almost no probe laser light passes through the
second polarizer, unless the probe beam polarization is altered
by the vapor and/or the heat pipe oven windows. The polariza-
tion of the probe laser is altered by the vapor when its frequency
is tuned to a transition involving one of the levels of the pump

FIG. 3. Energy level (Kastler) diagram showing a circularly polarized pump
laser creating an orientation in the intermediate state and a linearly polar-
ized probe laser being used to determine the intermediate state orientation
(for purposes of illustration, low values of J are used in this example).
The quantization axis is taken to be the direction of propagation of the
pump and probe lasers, and in this coordinate system, the linearly polarized
probe can be represented as equal parts of left- and right-circularly polarized
light.

transition [in this case, the intermediate level 2(A)1Σ+(v , J)].
The circularly polarized pump laser creates an orientation in
the upper and lower levels of the pump transition (see Fig. 3).
The linearly polarized probe beam can be considered to be
composed of equal parts of left- and right-circularly polar-
ized light. However, because the intermediate state MJ levels
are not equally populated (net orientation in the intermediate
level), the left- and right-circularly polarized components of
the probe beam are not equally absorbed and refracted. Con-
sequently, the transmitted left- and right-circularly polarized
components of the probe beam do not sum to pure linearly
polarized light upon exiting the oven. Instead, the transmitted
probe beam is slightly elliptically polarized and thus some light
is transmitted by the second polarizer and enters a photomul-
tiplier tube (labeled polarization PMT in Fig. 1). The directly
excited intermediate state level 2(A)1Σ+(v , J) is oriented by
the pump laser and, therefore, large PL signals are observed
when the probe laser is tuned to the “direct” probe transition
[i.e., 31Π(v31Π , J31Π) ← 2(A)1Σ+(v , J) in NaK]. However, if
some fraction of the initial orientation survives a rotationally
inelastic collision, then small PL signals can also be observed
when the probe beam frequency is tuned to a “collisional”
probe transition [i.e., 31Π(v31Π , J31Π + ∆J) ← 2(A)1Σ+(v , J
+ ∆J) in NaK]. We demonstrate in Sec. III that the ratio of col-
lisional to direct line intensities in the PL experiment is directly
related to the fraction of orientation that is transferred in the
collision.

B. Lyon setup

The Lyon experiment (see Fig. 4) employs a linear heat
pipe oven containing sodium and potassium metals and a fixed
amount of noble gas (either helium or argon). In the first group
of experiments at Lyon, the buffer gas was introduced into the
heat pipe when the oven was cold. The valve was then closed
and the oven was heated to the desired temperature. In later
experiments, the buffer gas was added or removed when the
oven was hot.

Noble gas densities were determined from pressures
measured using an MKS capacitance manometer. Potassium
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FIG. 4. Experimental setup used at Université Lyon I. The polarizer is set to
match the Brewster angle windows on the heat pipe, and the half-wave plate
(HWP) allows beam attenuation if necessary. Fluorescence is collected in the
backward direction by the pierced mirror and directed to the Fourier transform
spectrometer (FTS).

densities were determined from measurements of wavelength-
resolved (using the Bomem FTS) white light absorption spec-
tra in the blue wing of the potassium D2 (3S1/2 → 3P3/2)
atomic line, which were compared with calculated absorp-
tion line shapes. The absorption line shapes were modeled as
Lorentzians since the measurements were taken well outside
the Doppler core. The Lorentzian widths were calculated using
the potassium self-broadening rates of Ref. 24 and the noble
gas broadening rates of Ref. 25.

NaK molecules were excited to a selected level of
the 2(A)1Σ+ state [2(A)1Σ+(v , J)], using a single-mode cw
Ti:Sapphire laser (Sirah Matisse) pumped by a cw Nd:YVO4

laser. We chose to populate 2(A)1Σ+ state levels away from
known28 avoided crossings between the 2(A)1Σ+ and 1(b)3Π

states, but some rotational levels populated by collisions cor-
responding to large ∆J do not have 100% singlet character
(see Sec. V A 4). Fluorescence was collected in the back-
ward direction and sent to the Bomem Fourier transform
spectrometer (FTS). Whereas the Lehigh experiment uses
the narrow frequency bandwidth of the lasers to separate
neighboring rotational lines, the Lyon experiment uses the
high resolution of the FTS to accomplish the same thing.
The principal advantage of the FTS system, in the present
case, is that it allows a large number of collisional satel-
lite lines to be observed and recorded simultaneously. Col-
lisional satellite lines corresponding to |∆J | as large as 64
were observed. In addition, because the direct and collisional
satellite line fluorescence is recorded simultaneously, these
measurements are not affected by systematic errors such as
drift of the laser frequency or laser overlap in the case of
OODR.

III. RATE EQUATION ANALYSIS
A. Population transfer

We analyzed the data using a rate equation approach (see
Fig. 5). We assume that the pump laser excites a transition

FIG. 5. Schematic diagram showing collisional and radiative population
transfer mechanisms included in the rate equation model of Eqs. (2) and
(3). Molecules are first excited from the ground state (GS) to a specific
level D (for the Directly excited level) of the intermediate state using a
pump laser whose frequency is fixed to the transition frequency. Collisions
take population from the directly excited level D to a nearby Collisionally
populated level C. The probe laser is then used to scan over transitions involv-
ing the directly populated and collisionally populated levels to excite the
molecules to specific ro-vibrational levels in some upper state, UD and UC
(for Upper level of the probe transition out of level D and out of level C,
respectively). Levels `UD, `UC , `D, and `C are lower levels of observed flu-
orescence channels. See the text for definitions of collisional and radiative
rates.

from a particular level of the ground state 1(X)1Σ+, which we
designate GS in Fig. 5, to a particular level of the 2(A)1Σ+

state, which we designate as level D. Population in level D
(the directly excited state) is removed in three ways: radiative
transitions back to various levels in the ground state 1(X)1Σ+

with a total rate ΓD, excitation to a level (labeled UD) of a
higher lying state [31Π for NaK or 53ΠΩ=0 for NaCs] by the
probe laser at a rate PUD←D

probe , and collisional transitions to other

molecular levels at a rate
∑
p

kQ−D
p np. Here p represents the var-

ious types of perturbers present in the vapor (“alk” denotes
alkali atom perturbers and “NG” denotes noble gas perturbers),
np is the density of perturber p, and kQ−D

p is the rate coefficient
for all collisions involving perturbers of type p that transfer
population out of level D to any other final state (quenching
collisions). Level C (the collisional state) is populated by col-
lisions from level D (or possibly from other nearby levels i)
at a rate

∑
p

k∆J
p np (

∑
p

k∆Ji
p np) where ∆J = JC � JD (∆J i = JC

� J i) represents the change in the rotational quantum number
between levels D (i) and level C. Level C is depopulated by
radiative transitions to the ground state at a rate ΓC , by probe
laser excitation at a rate PUC←C

probe , and by quenching collisions at

a rate
∑
p

kQ−C
p np. If the probe laser intensity is sufficiently high,

level C can also be populated by stimulated emission from the
upper level of the probe transition UC at a rate PUC→C

probe (and
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similarly for level D). Thus we can write the following steady
state rate equation for the population in level C:

ṅC = 0 =
∑

p

k∆J
p npnD +

∑
i,D

∑
p

k∆Ji
p npni + PUC→C

probe nUC

−


ΓC +

∑
p

kQ−C
p np + PUC←C

probe


nC , (2)

with solution

nC

nD
=

∑
p

k∆J
p np +

∑
i,D

∑
p

k∆Ji
p np

ni

nD

ΓC +
∑
p

kQ−C
p np + PUC←C

probe − PUC→C
probe

nUC

nC

=

∑
p

k∆J
p

ΓC
np +

∑
i,D

∑
p

k∆Ji
p

ΓC
np

ni

nD

1 +
∑
p

kQ−C
p

ΓC
np +

PUC←C
probe

ΓC

(
1 −

gC

gUC

nUC

nC

) , (3)

where gi is the degeneracy of level i, and in the last step, we
have divided through by ΓC and used the fact that PUC→C

probe

=
gC

gUC
PUC←C

probe .
Most of the data obtained at Lehigh were collected

for |∆J | ≤ 4 and under “single collision conditions,” where
the probability of a rotationally inelastic collision occurring
within the excited state lifetime is relatively small, i.e., k∆J

p np

� ΓC +
∑
p

kQ−C
p np. Under such conditions, ni

nD
� 1 and

the multi-step collision term
∑

i,D

∑
p

k
∆Ji
p

ΓC
np

ni
nD

in Eq. (3) can be

neglected. In Subsection 3 of the Appendix, we discuss data
from the Lyon experiment, where collisions involving larger
values of |∆J | and higher perturber densities require multi-
ple collision effects to be considered. In the analysis, we also
assume that the probe laser intensity is weak (or non-existent
as in the Lyon experiment), in which case the term PUC←C

probe
can be neglected. Conversely, if the probe laser is strong (sat-
uration limit), the densities of the upper and lower levels of
the probe transition are pinned in their statistical ratio and
the factor

(
1 − gC

gUC

nUC
nC

)
∼ 0. Finally, we neglect collisions with

other alkali diatomic molecules since the molecular densities
are small compared with the atomic densities. Thus Eq. (3)
reduces to

nC

nD
=

k∆J
NG

ΓC
nNG +

k∆J
alk

ΓC
nalk

1 +
kQ−C

NG

ΓC
nNG +

kQ−C
alk

ΓC
nalk

. (4)

1. Lyon fluorescence experiment

The analysis of the Lyon one-laser fluorescence exper-
iment is relatively straightforward. In this case, there is no
probe laser and population in levels D and C is monitored
by observing resolved fluorescence on specific transitions D
→ `D and C → `C , terminating on the ground state levels `D

and `C , respectively (see Fig. 5). The measured fluorescence
intensity for a transition from upper level u to lower level ` is
related to the density, nu, in the upper level by the following
relationship:

I = hνu→`nuVΓu→`εu→`
dΩ
4π

F. (5)

Here hνu→` is the photon energy, V is the observation vol-
ume within the oven, Γu→` is the radiative rate for the tran-
sition (Einstein A coefficient), εu→` is the detection system
efficiency at the transition frequency, dΩ

4π is the fraction of
the total solid angle subtended by the detector, and F is an
anisotropy factor that accounts for polarization effects and the
fact that the emission may not be isotropic. Absolute values
for some of these factors are difficult to determine. Therefore,
we consider ratios of collisional to direct line fluorescence
intensities,

IC→`C

ID→`D

=

hνC→`C nCVΓC→`CεC→`C

dΩ
4π

FC→`C

hνD→`D nDVΓD→`DεD→`D

dΩ
4π

FD→`D

=
νC→`CΓC→`CεC→`C

νD→`DΓD→`DεD→`D

nC

nD
, (6)

where in the last step on the right-hand side, we have canceled
the terms involving the observation volume, detection solid
angle, and anisotropy factors. The last of these is based on the
assumption that in both cases, we observe the same type of
transition, i.e., P or R line, from the same vibrational band.
However, the anisotropy factors may not be strictly equal if
the collision partially destroys orientation, since in that case
the collisional line is not as strongly polarized as the direct
line. Subsection 1 of the Appendix presents a calculation of
these F factors and shows that, for our experiment, the ratio
of the anisotropy factors does not differ significantly from
unity.

The radiative rates (Einstein A coefficients) are given
by

Γu→` = Au→` =
8π2ν3

u→`SJu,J`

3ε0c3~ (2Ju + 1)

×
�����

∫
χv∗u (R) χv` (R) dR

∫
φel∗

u µ̂elφ
el
` d3r

�����

2

, (7)

where R is the internuclear separation of the molecule and ⇀
r

represents all electron coordinates. χv’s are vibrational wave
functions, φel’s are electronic wave functions, µ̂el is the elec-
tronic dipole moment operator, and SJu,J` is the Hönl-London
factor. Hence we obtain

IC→`C

ID→`D

=
εC→`C

εD→`D

ν4
C→`C

ν4
D→`D

SJC ,J`C

(2JC + 1)
SJD,J`D

(2JD + 1)

×

���∫ χ
v∗
C χv

`C
dR ∫ φel∗

C µ̂elφ
el
`C

d3r���
2

���∫ χ
v∗
D χv

`D
dR ∫ φel∗

D µ̂elφ
el
`D

d3r���
2

nC

nD
(8)

for the fluorescence ratio. In this experiment, we observe
neighboring rotational lines of the same type (P or R) from
the same vibrational band of the same electronic transition.
Therefore, the ratio of efficiency factors is approximately one
since the detector efficiency does not vary much over the fre-
quency range of these transitions. Additionally, the integrals
over the vibrational and electronic wave functions cancel to
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good approximation. Consequently, the intensity ratios are
given by

RLyon
F ≡

IC→`C

ID→`D

=
ν4

C→`C

ν4
D→`D

SJC ,J`C

SJD,J`D

(2JD + 1)
(2JC + 1)

nC

nD

=
ν4

C→`C

ν4
D→`D

SJC ,J`C

SJD,J`D

(2JD + 1)
(2JC + 1)




k∆J
NG

ΓC
nNG +

k∆J
alk

ΓC
nalk

1 +
kQ−C

NG

ΓC
nNG +

kQ−C
alk

ΓC
nalk




,

(9)

where the Hönl-London factors for a 1Σ+→ 1Σ+ transition are
given by29

SJu,J` =

{
Ju, for R lines,
Ju + 1, for P lines.

(10)

All of our data correspond to cases where JD ≥ 14, and
for small values of |∆J |, the J dependent factors are equal
to unity to within 2% and can be neglected, especially in
comparison to the much larger uncertainties in the alkali
atom densities. Similarly, since the collisional and direct
lines lie very close in frequency, we could also cancel
the frequency factors. In such cases, the measured fluores-
cence intensity ratios are approximately equal to the density
ratio,

RLyon
F ≈

nC

nD
=

k∆J
NG

ΓC
nNG +

k∆J
alk

ΓC
nalk

1 +
kQ−C

NG

ΓC
nNG +

kQ−C
alk

ΓC
nalk

. (11)

When larger values of |∆J | are considered, the frequency and
J-dependent terms in Eq. (9) should be retained. Since these
terms are easy to include, we analyze all of the Lyon data with
Eq. (9).

In many cases, it proved useful to obtain redundant mea-
surements of the same population ratios, especially since some
of the collisional lines with large |∆J | are very weak. For exam-
ple, when we pump level 2(A)1Σ+(v = 0, J), we determine
collisional to direct level population ratios, nC /nD, from both

P and R line intensity ratios, RLyon
F =

IC→`C
ID→`D

, using two sepa-

rate vibrational bands, 2(A)1Σ+(v = 0, J)→ 1(X)1Σ+(v = 9, J
± 1) and 2(A)1Σ+(v = 0, J)→ 1(X)1Σ+(v = 10, J ± 1). Thus,
we have four separate measurements of nC /nD. Equation (9)
and the approximate equation (11) are valid as long as we only
compare P line intensities to P line intensities (and R lines to R
lines), and as long as we only compare 0→ 9 band intensities
to 0→ 9 band intensities (0→ 10 band intensities to 0→ 10
band intensities).

2. Lehigh pump-probe experiment

In the Lehigh double-resonance experiment, the direct
and collisional level populations are monitored by observing
total fluorescence following excitation to an upper state (31Π

for NaK and 53ΠΩ=0 for NaCs) with the probe laser. Thus
in this experiment, the detected fluorescence ratio is given
by

IUC→`UC

IUD→`UD

=

∑̀
UC

εUC→`UC∑̀
UD

εUD→`UD

ν4
UC→`UC

ν4
UD→`UD

SJUC ,J`UC

(2JUC + 1)
SJUD,J`UD

(2JUD + 1)

×

���∫ χ
v∗
UC χ

v
`UC

dR ∫ φel∗
UC µ̂elφ

el
`UC

d3r���
2

���∫ χ
v∗
UD χ

v
`UD

dR ∫ φel∗
UD µ̂elφ

el
`UD

d3r���
2

nUC

nUD
, (12)

where UD and UC are the upper state levels of the probe laser
transitions out of levels D and C, respectively (see Fig. 5), and
where the observed fluorescence transitions are described by
UD → `UD and UC → `UC , respectively. We note that `UD

and `UC may each represent several lower levels that must
be summed over. In the present experiment, the vibrational
and electronic wave functions are, to good approximation,
identical in levels UC and UD and in levels `UC and `UD.
Therefore, the integrals over the vibrational and electronic
wave functions cancel in the ratio. The Lehigh OODR exper-
iment is limited to JD ≥ 14 and |∆J | ≤ 4, so it can be assumed
that, as long as the probe transitions are of the same type
(i.e., both P, both Q, or both R transitions), the efficiency
and frequency factors are close to unity. For the NaK exper-
iment, we observe violet 31Π → 1(X)1Σ+ fluorescence. So
the Hönl-London factors SJUC ,J`UC

are either the sum of the
P and R line factors or the Q line factor by itself, depending
on whether a P or R line probe transition or a Q line probe
transition is chosen. In either case, the Hönl-London factors
yield

SJUC ,J`UC
=

(2JUC + 1)
4

, (13)

and the J dependent factors cancel. Thus we find that

IUC→`UC

IUD→`UD

≈
nUC

nUD
. (14)

The Hönl-London factors are more complicated in the case of
the transitions involved in the NaCs experiments, but we take
Eq. (14) to be valid in that case as well.

To determine the population ratio nUC/nUD, we develop
the following steady-state rate equation model for level UC:

ṅUC = 0 = PUC←C
probe nC −

(
ΓUC + kQ−UC

NG nNG

+ kQ−UC
alk nalk + PUC→C

probe

)
nUC , (15)

which yields the solution

nUC = nC

PUC←C
probe(

ΓUC + kQ−UC
NG nNG + kQ−UC

alk nalk +
gC

gUC
PUC←C

probe

) ,

(16)

and similarly for level UD. We note that the PUC←C
probe term in

the numerator represents absorption on the probe transition,
while the PUC←C

probe term in the denominator represents stimu-

lated emission. If PUC←C
probe � ΓUC + kQ−UC

NG nNG + kQ−UC
alk nalk

(i.e., in the saturation limit), we find
nUC

nC
=

gUC

gC
=

2JUC + 1
2JC + 1

, (17)

while in the opposite (weak probe) limit, PUC←C
probe � ΓUC +

kQ−UC
NG nNG + kQ−UC

alk nalk ,
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nUC

nC
=

PUC←C
probe(

ΓUC + kQ−UC
NG nNG + kQ−UC

alk nalk

) . (18)

By substituting Eqs. (17) and (18) (and similar expressions for
nUD/nD) into Eq. (14), we obtain the following expressions for
the observed collisional to direct line fluorescence intensity
ratios in terms of the collisional and direct level population
ratio:

IUC→`UC

IUD→`UD

≈
nC

nD

(
2JUC + 1
2JUD + 1

) (
2JD + 1
2JC + 1

)
(saturation limit)

(19)

and

IUC→`UC

IUD→`UD

=
nC

nD

(
2JUC + 1
2JUD + 1

) (
2JD + 1
2JC + 1

) PUC←C
probe

PUD←D
probe

×



ΓUD + kQ−UD
NG nNG + kQ−UD

alk nalk

ΓUC + kQ−UC
NG nNG + kQ−UC

alk nalk




(weak probe limit). (20)

The factor
(

2JUC+1
2JUD+1

) (
2JD+1
2JC+1

)
is always very close to unity for

our experimental conditions. The probe pumping rates are pro-
portional to the probe laser intensity multiplied by the Einstein
B coefficients, which are in turn proportional to the Einstein A
coefficients divided by ν3. Therefore, assuming that the probe
intensity is the same when probing levels C and D, we find

PUC←C
probe

PUD←D
probe

=
SJUC ,JC

SJUD,JD

(2JUD + 1)
(2JUC + 1)

, (21)

where for the probe transitions

SJUC ,JC =
1
4




JUC + 1
2JUC + 1
JUC

=
1
4




JC + 2 for R probe transition,
2JC + 1 for Q probe transition,
JC − 1 for P probe transition

(22)

and similarly for SJUD,JD . Thus we also find that PUC
probe/P

UD
probe∼1

to a very good approximation. Since levels UC and UD are
nearby levels of the same vibrational and electronic states, we
also assume that they have nearly the same quenching rates
and same radiative rates. Then the factor in braces in Eq. (20)
cancels and, consequently,

RLehigh
F ≡

IUC→`UC

IUD→`UD

=
nC

nD
=

k∆J
NG

ΓC
nNG +

k∆J
alk

ΓC
nalk

1 +
kQ−C

NG

ΓC
nNG +

kQ−C
alk

ΓC
nalk

(23)

is valid to within a few percent, in either the weak probe
or strong probe regime. However, for intermediate intensi-
ties such that PUC←C

probe ∼ ΓUC + kQ−UC
NG nNG + kQ−UC

alk nalk , one
should go back and insert Eq. (3) into the rate equation (15),
which yields

RLehigh
F =

nUC

nUD
=

PUC←C
probe

PUD←D
probe

(
ΓUD + kQ−UD

NG nNG + kQ−UD
alk nalk +

gD

gUD
PUD←D

probe

)
(
ΓUC + kQ−UC

NG nNG + kQ−UC
alk nalk +

gC

gUC
PUC←C

probe

) nC

nD

≈
nC

nD
=

k∆J
NG

ΓC
nNG +

k∆J
alk

ΓC
nalk

1 +
kQ−C

NG

ΓC
nNG +

kQ−C
alk

ΓC
nalk +

PUC←C
probe

ΓC

(
1 −

gC

gUC

nUC

nC

) . (24)

Nevertheless, for the probe laser intensities used in the present
work, we assume that Eq. (23) is valid.

In general, we use the more exact expression (9) to analyze
the Lyon fluorescence data because we have observed large
values of ∆J in that experiment (|∆J | ≤ 64). We use Eq. (23)
to analyze the Lehigh OODR fluorescence data, which are
limited to |∆J | ≤ 4.

B. Orientation transfer

Wolfe et al.16 showed that, for a circularly polarized
pump and linearly polarized probe, the transmitted probe
beam intensity in the polarization spectroscopy experiment
could be represented by their Eq. (15), which can be rewritten
as

It = I0e−2(β+α)
{
ξ +

(
θ ′

)2 + ∆β2

+ (2∆β + ∆α0)
∆α0

1 + x2
+ 2θ ′

∆α0x

1 + x2

}
(25)

(see also Ref. 30). In this expression, we consider the linearly
polarized probe laser to consist of equal parts of left- and right-
circularly polarized light at the entrance to the oven and we
write the complex refractive indices for left (+) or right (�) cir-
cularly polarized light for the oven windows and for the vapor
as n±w = Re

[
n±w

]
+ i Im

[
n±w

]
and n±v = Re

[
n±v

]
+ i Im

[
n±v

]
,

respectively. With ω, c, d, and L being the frequency, speed of
light in vacuum, window thickness, and length of the vapor
column, respectively, we define n≡ (Lω/2c) Re

[
n+
v + n−v

]
,

∆n ≡ (Lω/2c) Re
[
n+
v − n−v

]
, α ≡ (Lω/2c) Im

[
n+
v + n−v

]
,

∆α ≡ (Lω/2c) Im
[
n+
v − n−v

]
, b ≡ (dω/c) Re

[
n+
w + n−w

]
,

∆b ≡ (dω/c) Re
[
n+
w − n−w

]
, β ≡ (dω/c) Im

[
n+
w + n−w

]
, and

∆β ≡ (dω/c) Im
[
n+
w − n−w

]
. The complex index of refraction

of the vapor is frequency dependent and obeys the dispersion
relation of Kronig and Kramers: ∆α(ω) = ∆α0/(1 + x2), ∆n(ω)
= ∆α0x/(1 + x2), where x ≡ 2(ω0 � ω)/Γ is the normalized
frequency detuning from line center and where ∆α0 is the cir-
cular dichroism at line center.30 The factor ξ is the extinction
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ratio of the polarizer pair (i.e., the transmission of the “wrong”
polarization when the polarizers are perfectly crossed), θ is the
uncrossing angle of the two polarizers, and θ ′ ≡ θ + ∆b. The
first three terms inside the braces of Eq. (25), which can be
measured term by term,31 do not depend strongly on frequency
and therefore only contribute to the background as the probe
laser is scanned over resonance. The last term in Eq. (25), pro-
portional to x/

(
1 + x2

)
, gives rise to dispersion shaped signals

and can be eliminated by adjusting the uncrossing angle to
make θ ′ ≈ 0.

The remaining frequency dependent term in Eq. (25)
is Lorentzian in shape. In most cases, 2∆β � ∆α0. There-
fore, the measured intensity at line center in the polarization
spectroscopy experiment is proportional to the difference in
absorption of the left- and right-circularly polarized compo-
nents of the probe beam. Wolfe et al.16 showed that the line
intensity corresponding to the probe “direct line” transition D
→ UD could be written as

ID→UD
pol ∝ f (JUD, JD)

〈
MJD

〉
nD (26)

and similarly for the “collisional line” transition C → UC.
The factors f (J,J ′) are defined in Table I of Ref. 16. Using the
definition of orientation, O, in Eq. (1), we find that the ratio
of collisional line to direct line intensities in the polarization
experiment is given by

IC→UC
pol

ID→UD
pol

=
f (JUC , JC)

〈
MJC

〉
nC

f (JUD, JD)
〈
MJD

〉
nD

=
f (JUC , JC)

√
JC (JC + 1)OCnC

f (JUD, JD)
√

JD (JD + 1)ODnD
. (27)

We note that the
√

J (J + 1) factors were not included in
the definition of orientation given by Wolfe et al. Thus, the
factors describing the fraction of orientation preserved in a
collision

(
1 − f ∆J

p

)
reported by Wolfe should be multiplied

by
√

JD (JD + 1)/
√

JC (JC + 1) for comparison to the values
reported here [see Eq. (27) in the work of Wolfe and Eq. (32)
below].

Wolfe et al. used a rate equation analysis to describe the
product of steady-state orientation and population in the colli-
sional level C. Following Wolfe, but including the

√
J (J + 1)

factors, we write

d
dt

(OCnC) = 0 =
[
kO,∆J

NG nNG + kO,∆J
alk nalk

]
ODnD

−
[
ΓC + gC

NGnNG + gC
alknalk

]
OCnC (28)

with solution

OCnC

ODnD
=

kO,∆J
NG

ΓC
nNG +

kO,∆J
alk

ΓC
nalk

1 +
gC

NG

ΓC
nNG +

gC
alk

ΓC
nalk

. (29)

In this expression, the rate coefficients for collisional transfer
of orientation times population, kO,∆J

p , can be written as a prod-
uct of the rate coefficient for transfer of population, k∆J

p , and
the fraction of orientation that is preserved in the J-changing
collision,

(
1 − f ∆J

p

)
. The factor f ∆J

p [which is not to be con-
fused with f (J,J ′) factors above] is defined to be the fraction
of orientation that is lost in a collision with species p that

transfers population from level D to level C characterized by
∆J. Thus,

kO,∆J
p = k∆J

p

(
1 − f ∆J

p

)
. (30)

The gC
p factors in Eq. (29) are the rate coefficients for total col-

lisional destruction of population or orientation of molecules
in level C, which can be written as

gC
p = kQ−C

p + g′p, (31)

where kQ−C
p is the rate coefficient for total collisional quench-

ing (loss of population) of level C due to collisions with species
p, while g′p represents the rate coefficient for decay of orien-
tation in collisions of molecules in level C with species p that
do not result in a change of J. By inserting Eqs. (29)–(31) into
Eq. (27), we obtain the final expression for the intensity ratio,
RP, in the polarization spectroscopy experiment,

RP ≡
IC→UC
pol

ID→UD
pol

=
f (JUC , JC)

√
JC (JC + 1)

f (JUD, JD)
√

JD (JD + 1)

×




k∆J
NG

ΓC

(
1 − f ∆J

NG

)
nNG +

k∆J
alk

ΓC

(
1 − f ∆J

alk

)
nalk

1 + *
,

kQ−C
NG

ΓC
+

g′NG

ΓC

+
-

nNG + *
,

kQ−C
alk

ΓC
+

g′alk

ΓC

+
-

nalk




.

(32)

This expression was used to analyze the Lehigh polarization
spectroscopy data.

C. Uncertainties

The major sources of uncertainty in our measured rate
coefficients for population transfer and probabilities for
destruction of orientation are the uncertainties in the deter-
mination of the potassium and noble gas densities.

The uncertainty in the potassium density is particularly
large because the heat pipe oven is far from an ideal environ-
ment for determining atomic densities. Wolfe et al.16 provide
a lengthy discussion of the determination of potassium density
in the Lehigh experiments. In the experiments of Ref. 16, the
potassium density, nK, was obtained from the Nesmeyanov
vapor pressure formula corrected by white-light absorption
equivalent width measurements on the D1 and D2 lines of
potassium. In the more recent Lehigh experiments included
here, the density was usually determined by equivalent width
measurements, which were compared with model calculations.
These were periodically checked by low-power laser absorp-
tion in the red wing of the potassium D1 line. In Lyon, the
potassium density was determined using wavelength depen-
dent white-light absorption at several chosen frequencies in
the blue wing of the D2 line, using the Bomem FTS to provide
the wavelength resolution. In all cases, we assign uncertain-
ties of 30% to the potassium density determinations, consistent
with earlier studies.16,22,31,32 We believe these uncertainties to
be quite conservative.

The uncertainty in the noble gas density depends on the
accuracy of the pressure gauge, which was 0.1 Torr for the
early data recorded at Lehigh and 0.01 Torr for the more recent
data. The gauge accuracy was 0.5 Torr at Lyon, where typically
higher noble gas densities were used. The uncertainty in the
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noble gas density is also affected by the uncertainty in the
potassium density since alkali displaces some of the noble
gases in the hot zone of the heat pipe oven. We refer the reader
to Refs. 16, 22, 31, and 32 for details of the determination of
the uncertainties in the densities.

We incorporated the uncertainties in the potassium and
argon densities into the dependent variable of the fitted empir-
ical models for the fluorescence and polarization spectroscopy
intensity ratios [Eqs. (9), (23), and (32)] using

∆RF,P =
�����
∂RF,P

∂nNG

�����
∆nNG +

�����
∂RF,P

∂nalk

�����
∆nalk +

∆I

Idir

(
1 + RF,P

)
,

(33)

where ∆nNG and ∆nalk are the uncertainties in the noble gas
density and the alkali atom density, respectively. The factor
∆I is the uncertainty in the measured collisional and direct
line intensities, which is determined from the recorded back-
ground noise levels. Idir is the intensity of the direct line
measured in direct fluorescence (Lyon), in probe laser induced
fluorescence (Lehigh fluorescence measurements), or in trans-
mission through the crossed polarizer (Lehigh polarization
measurements). The partial derivatives appearing in Eq. (33)
are given by

�����
∂RF

dnNG,alk

�����
=

�����������

k∆J
NG,alk

Γ

k∆J
NG

Γ
nNG +

k∆J
alk

Γ
nalk

−

kQ
NG,alk

Γ

1 +
kQ

NG

Γ
nNG +

kQ
alk

Γ
nalk

�����������

RF ,

(34)

�����
∂RP

dnNG,alk

�����
=

�����������

k∆J
NG,alk

Γ

(
1 − f ∆J

NG,alk

)
k∆J

NG

Γ

(
1 − f ∆J

NG

)
nNG +

k∆J
alk

Γ

(
1 − f ∆J

alk

)
nalk

−

gNG,alk

Γ

1 +
gNG

Γ
nNG +

galk

Γ
nalk

��������
RP. (35)

Finally, in the individual fits carried out for the Lyon data
corresponding to large values of ∆J (|∆J | ≥ 5), the quenching
rate coefficients were fixed at values determined from global
fits to the |∆J | ≤ 4 data. Therefore, additional terms must be
added to Eq. (33),22

�������������

∂RLyon
F

∂ *
,

kQ
NG

Γ
+
-

�������������

∆ *
,

kQ
NG

Γ
+
-

+

�������������

∂RLyon
F

∂ *
,

kQ
alk

Γ
+
-

�������������

∆ *
,

kQ
alk

Γ
+
-

=

�����������

1

1 +
kQ

NG

Γ
nNG +

kQ
alk

Γ
nalk

�����������

RLyon
F

×


nNG∆ *

,

kQ
NG

Γ
+
-

+ nalk∆
*
,

kQ
alk

Γ
+
-


. (36)

These expressions were used to assign uncertainties to each
individual RF and RP value included in the fits.

IV. DATA ANALYSIS AND FITTING
A. Rotationally inelastic collisions of NaK
2(A)1Σ+(v = 16, J = 30) molecules

New data were collected using the Lehigh OODR fluo-
rescence and polarization spectroscopy setup for helium and
alkali atom J-changing collisions following excitation of the
NaK 2(A)1Σ+(v = 16, J = 30) level. These data were com-
bined with the extensive set of data previously collected by
Wolfe et al.16,32 for collisions of NaK 2(A)1Σ+(v = 16, J
= 30) molecules with argon and alkali atoms and with new
data collected in Lyon using the Fourier transform fluorescence
setup. In these combined experiments, the noble gas pressure
and oven temperature were varied to provide data covering as
wide a range as possible in perturber densities, nNG and nalk .
Unfortunately, there are upper limits on the viable ranges of
both the temperature and pressure which can be used success-
fully since we want to keep the noble gas and alkali densities
sufficiently low such that the single collision model remains
approximately valid (k∆J

p np � ΓC +
∑
p

kQ−C
p np). Conversely,

if the temperature and/or pressure is too low, the collisional
line signals cannot be recorded with adequate signal-to-noise
ratio. As we discuss in Subsection 3 of the Appendix, it is
not always possible to work strictly in the single-collision
regime, and multiple collision effect corrections are sometimes
needed.22

The Lehigh OODR experiment employed a two-step pro-
cess to excite molecules from the ground state [NaK 1(X)1Σ+(v
= 0, J = 29)] to the intermediate state [NaK 2(A)1Σ+(v = 16,
J = 30)] with the pump laser, followed by probe laser excita-
tion from the directly populated level or from a collisionally
populated level to the upper state [NaK 31Π(v = 6 or 7, J
= 30 ± 1 or J = 30 + ∆J ± 1)]. If narrowband lasers are
used, the OODR technique is Doppler-free so that intrinsic
line shapes can be observed. In observing the direct and col-
lisional lines at Lehigh, we have noticed that the collisional
lines are broader than the direct lines (see Refs. 16, 31, and
32). Although both collisional and direct lines are broadened
similarly by pressure broadening, the collisional lines expe-
rience additional broadening due to the collisions they have
suffered, which can change the velocity of the molecule and
hence re-introduce some Doppler broadening. Therefore, in
taking ratios of collisional to direct line intensities, peak areas
were used. For the Lyon fluorescence experiments, the line
widths are limited by the resolution of the Fourier-transform
spectrometer, and therefore intensity ratios were determined
from peak heights.

The Lehigh OODR fluorescence data were fit using
Eq. (23) while the limited amount of Lyon Fourier transform
fluorescence data for NaK 2(A)1Σ+(v = 16, J = 30) were fit
with the very similar equation (11). The Lehigh polarization
data were fit using Eq. (32). In all cases, the weighted RF

and RP values were fit using the nonlinear multiple regression
tool of Origin version 7.5. We assume that the rate coeffi-
cients k∆J

p are different for different∆J values but that the total

quenching rate coefficients kQ−C
p can be taken to be the same

for neighboring levels 2(A)1Σ+(v = 16, J = 30 + ∆J) where
|∆J | ≤ 4. This approximation is validated by the theoretical
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calculations presented below. As in the case of Wolfe et al.,16

we found that, for the polarization data fits, the parameter g′p
is highly correlated to the f ∆J

p and kQ−C
p values and often fails

to converge to a finite value if left to vary in the fitting process.
Therefore, following Wolfe et al., we fixed the values of g′p to
the expression

g′p =
1
2

(
f ∆J=−1
p k∆J=−1

p + f ∆J=+1
p k∆J=+1

p

)
(37)

corresponding to the assumption that the rate coefficients for
collisions that destroy orientation but do not change J should
be approximately equal to the average of the rate coefficients
for collisions that change J by ±1 and simultaneously destroy
orientation. Although this assumption seems reasonable, there
is no a priori reason to believe it is true. Nevertheless, we find
that setting the g′p values to zero in the fits for any species

p does not change the corresponding values of f ∆J
p and kQ−C

p

by more than a few percent due to the fact that g′p calculated
from Eq. (37) is more than an order of magnitude smaller than
the corresponding kQ−C

p value. An ongoing experiment with
Li2 A1Σ+

u molecules and argon perturbers also suggests that
the rate coefficient for collisions that change MJ but not J
is smaller than the rate coefficient for collisions in which J
changes.33

Several different methods of fitting the data were tried.
The principal method, which we call the “global fit” method,
simultaneously fits all fluorescence and polarization data for
both argon and helium perturbers. The equations for the flu-
orescence [Eqs. (11) and (23)] and polarization [Eq. (32)]
intensity ratios share the global parameters kQ−C

He , kQ−C
Ar , and

kQ−C
alk , while data recorded with helium and argon as the main

buffer gas still share the alkali parameters k∆J
alk , f ∆J

alk , and kQ
alk .

We note that the fitting process must be iterated since the
uncertainties in the individual RF and RP values depend on the
fitted parameters [see Eqs. (33)–(35)], which in turn depend on
those same uncertainties. In the global fit method, and in each
of the other fits described below, initial values of the fitting
parameters were chosen and initial values of the uncertainties
in the RF and RP values were calculated using Eqs. (33)–(35).
A fitting run was carried out for some number of iterations
(usually to convergence). Then the uncertainties in the RF and
RP values were updated and the data refit. This process was
continued until the values of the fitting parameters (and hence
also the values of the error bars in the RF ,P values) no longer
changed from one round of fitting to the next. The radiative rate
Γ = 4.4× 107 s�1 was determined from the program LEVEL,34

using the ground state 1(X)1Σ+ potential of Refs. 35 and 36,
the 2(A)1Σ+ state potential of Ref. 28, and the transition dipole
moment of Ref. 37.

In the second fitting method, called the “separate buffer
gas fit,” we first fit the more extensive argon fluorescence and
polarization data, together with heat pipe mode data where
the noble gas is excluded from the interaction region, to yield
the parameters k∆J

Ar , kQ−C
Ar , f ∆J

Ar , k∆J
alk , kQ−C

alk , and f ∆J
alk . The alkali

parameters were then fixed at the values obtained in this fit of
the argon data and used in a subsequent fit of the helium fluores-
cence and polarization data. In the third fitting method, called
the “fluorescence and polarization fit,” we first fit all argon and

helium fluorescence data together to obtain the parameters k∆J
Ar ,

kQ−C
Ar , k∆J

He , kQ−C
He , k∆J

alk , and kQ−C
alk . These values were then fixed

in a subsequent fit of the polarization data to obtain the f ∆J
p val-

ues. Finally, in the fourth method, called the “fully separated
fit,” we first fit the argon fluorescence data to yield the k∆J

Ar ,

kQ−C
Ar , k∆J

alk , and kQ−C
alk values. Then we fixed all of these values

in a subsequent fit of the argon polarization data to yield f ∆J
Ar

and f ∆J
alk . The parameters k∆J

alk and kQ−C
alk were also fixed in a fit

of the helium fluorescence data to obtain k∆J
He and kQ−C

He . Then

parameters k∆J
He , kQ−C

He , k∆J
alk , kQ−C

alk , and f ∆J
alk were fixed at the val-

ues already determined, in a fit of the helium polarization data
to yield f ∆J

He . Values of the various fitted parameters obtained
from the different methods are in good agreement with each
other and are given in the supplementary material (Tables 1–8
and Figs. 1–8) along with plots showing comparisons of the
various measured helium fluorescence and polarization inten-
sity ratios with the predictions of Eqs. (11), (23), and (32) using
the parameters obtained in the global fit (Figs. 9–24 of the sup-
plementary material). Similar comparisons for the argon data
appeared in the work of Wolfe et al.16 (see Figs. 6 and 7 and
the supplementary material of that work).

Rate coefficients determined from these fits are presented
in Sec. V. We consider values obtained from the global fit to
be the most reliable since all parameters are fit simultaneously
in this method.

B. Inelastic collisions of NaK 2(A)1Σ+(v = 0, J = 14),
(v = 0, J = 30), (v = 1, J = 26), and (v = 2, J = 44) molecules
with argon and helium atoms

All of the data involving collisional transitions follow-
ing laser excitation of the NaK intermediate levels 2(A)1Σ+(v
= 0, J = 14), (v = 0, J = 30), (v = 1, J = 26), and (v = 2,
J = 44) from ground state levels 1(X)1Σ+ (v = 6, J = 15), (v
= 6, J = 31), (v = 4, J = 25), and (v = 4, J = 43), respectively,
were collected using the FTS system in Lyon. The operating
wavelength range of the laser system in Lyon is better suited
to accessing these low-lying ro-vibrational levels of the NaK
2(A)1Σ+ state. However, these data are limited to population
transfer information only.

Both argon and helium were used as the NaK molecule
collision partner, with noble gas densities ranging between 3
× 1016 and 3 × 1017 cm�3. In these experiments, the alkali
(potassium) density was kept much lower than the noble gas
density, typically in the range 1 × 1014 – 3 × 1015 cm�3.

From the spectra, we determined relative collisional to

direct line fluorescence intensity ratios,
IC→`C
ID→`D

, for the observed

collisional lines C = D + ∆J. The range of ∆J was truncated to
include only those values where the signal-to-noise ratio was
considered sufficiently good to carry out a meaningful fit. We
assigned an uncertainty calculated using Eqs. (33)–(36) to each
measured intensity ratio and then fit the data using Eq. (9). In
principle it should be possible to fit the data corresponding to
each individual collisional line and determine the parameters
k∆J

NG
ΓC

,
k∆J

alk
ΓC

,
kQ−C

NG
ΓC

, and
kQ−C

alk
ΓC

for each ∆J value separately. In prac-
tice, the J-changing collision rates and the quenching rates are
somewhat correlated and the data set is not sufficiently robust
to obtain meaningful values from this type of fit.

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
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FIG. 6. Sum of rotationally inelastic cross sections
∑

J′,J
σ (J → J′), as a func-

tion of initial J, for collisions of NaK 2(A)1Σ+ (v = 0, J) molecules, with (a)
argon, and (b) helium perturbers. These results demonstrate that the quench-
ing rates are mostly independent of the rotational level. Initial J was limited
to 45 in both cases to ensure that the sums had converged. The codes PES III:
Ar and PES II: He in the legends refer to potential energy surfaces calculated
in Ref. 21.

However, our calculations of total inelastic (rotation-
changing) collision cross sections,

∑
∆J
σJ→J+∆J , which serve

as reasonable proxies for the quenching cross sections, are
approximately independent of the initial state J (see Fig. 6).21

In addition, the calculations show that the quenching cross
sections are also approximately independent of v (see Fig. 47
of the supplementary material). Therefore we decided to carry
out a global fit of all of the Lyon data for |∆J | ≤ 4 that were
obtained with various argon and helium densities and all four
of the directly excited NaK 2(A)1Σ+ levels studied [(v = 0, J
= 14), (v = 0, J = 30), (v = 1, J = 26), and (v = 2, J = 44)].
In this fit, the quenching coefficients kQ−C

Ar , kQ−C
He , and kQ−C

K
were taken to be global parameters (independent of the directly
excited level D and of the collisional level C), but the indi-
vidual population transfer rate coefficients k∆J

Ar , k∆J
He , and k∆J

K
were considered to be independent for each type of perturber,
each value of ∆J, and each pump transition. This defined a
99-parameter fit (96 rate coefficients for the transitions from

J to J + ∆J induced by each of the three perturbers, for four
initial values of J and eight values of ∆J, plus three global
quenching rate coefficients). Results of this fit are reported in
Sec. V.

To test whether this fit is robust, we also tried vari-
ous other fits in which one or more of the quenching rate
coefficients were set to specific values. In one fit, we fixed
all quenching rate coefficients at the values obtained in the
v = 16, J = 30 global fit (kQ

Ar/ΓC = 2.81 × 10−17 cm3,

kQ
He/ΓC = 4.15× 10−17 cm3, and kQ

K/ΓC = 2.69× 10−16 cm3).
Since the potassium densities have large uncertainties, we also
tried fixing the potassium quenching rate coefficient kQ

K/ΓC to
various fixed values between 0 and 10�15 cm3 while allow-
ing the noble gas quenching coefficients to vary. However, we
found that the fitted values of the noble gas population trans-
fer rate coefficients were very insensitive to the value of the
potassium quenching rate coefficient. The fact that the best
values of the noble gas and alkali quenching rate coefficients
obtained from the global fit of the data for the four low v
pump transitions obtained in Lyon [kQ

Ar/ΓC = (1.76 ± 0.16)

× 10−17 cm3, kQ
He/ΓC = (2.96 ± 0.22) × 10−17 cm3, and

kQ
K/ΓC = (4.30 ± 1.05) × 10−16 cm3] are not very differ-

ent from the values obtained from the fit of the v = 16
data also supports the idea that the quenching rate coeffi-
cients can be taken to be approximately independent of v
and J.

Once the global fit of the Lyon |∆J | ≤ 4 data was com-
pleted, we carried out individual fits of the data obtained with
larger values of |∆J |, with the quenching rate coefficients fixed
at the values obtained in the global fit. For each ∆J, and each
pump transition, the values of k∆J

Ar /ΓC , k∆J
He/ΓC , and k∆J

K /ΓC

were determined in a 3-parameter fit. In this case, since the
quenching rate coefficients were fixed, the uncertainties in each
data point had to be supplemented by the additional terms in
Eq. (36). Since the quenching coefficients are taken to be the
same for all pump transitions and all ∆J values, we believe
the fitting procedure described here provides the most accu-
rate values for relative population transfer rate coefficients for
different values of ∆J. However, there are fairly large uncer-
tainties in the absolute rate coefficients due to the inability to
accurately account for multiple collision effects, as discussed
in Subsection 3 of the Appendix.

The fitting parameters k∆J
p /ΓC were converted to rate coef-

ficients k∆J
p using the radiative rate Γ= 4.7×107 s�1, which was

determined from the program LEVEL,34 using the ground state
1(X)1Σ+ potential of Refs. 35 and 36, the 2(A)1Σ+ state poten-
tial of Ref. 28, and the transition dipole moment of Ref. 37.
Values of k∆J

Ar and k∆J
He obtained in the Lyon experiment for each

of the four pump transitions with v = 0, 1, and 2 are presented
in Sec. V A and the supplementary material.

V. RESULTS AND COMPARISON WITH THEORY
A. Results for NaK
1. Population transfer and quenching

Experimental rate coefficients k∆J
p for J-changing colli-

sions of NaK 2(A)1Σ+ with various perturbers p and for several

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
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FIG. 7. Experimental rate coefficients, k∆J
Ar , k∆J

He , and k∆J
K , for collisions of

NaK 2(A)1Σ+(v = 16, J = 30) molecules with (a) argon, (b) helium, and (c)
potassium atoms as functions of ∆J.

different initial levels (v , J) are shown in Figs. 7–10 here and
Figs. 25 and 27–30 of the supplementary material. Numerical
values are tabulated in Table I and in Tables 1, 3, 5, 7, and
9–12 of the supplementary material. Table I and Tables 1, 3,
5, and 7 of the supplementary material also give the measured
quenching rate coefficients kQ

Ar, kQ
He, and kQ

K .
Values of the rate coefficients k∆J

p for J-changing col-
lisions of NaK 2(A)1Σ+(v = 16, J = 30) molecules with
argon, helium, and potassium perturbers are plotted in Fig. 7
and are listed in Table I. These rates are from the global fit
of the Lehigh measurements described in Sec. IV A. Pan-
els (a) and (b) for argon and helium show a clear propen-
sity for ∆J = even transitions. No ∆J = even propensity is
observed in panel (c) for potassium. The k∆J

K decrease mono-
tonically with increasing |∆J |, and the largest values are three

FIG. 8. Rate coefficients for rotationally inelastic collisions of NaK
2(A)1Σ+ (v = 0, J = 14) molecules with (a) argon and (b) helium atoms as
functions of ∆J.

or four times larger than the maximum rates for helium or
argon.

The values of k∆J
Ar and k∆J

He for the (0, 14), (1, 26), and (2,
44) pump transitions are shown in Figs. 8–10 (see also Tables
9, 11, and 12 of the supplementary material). These rate coef-
ficients are from the fits of the Lyon measurements described
in Sec. IV B. Additional results showing the best fit values for
k∆J

K for all pump transitions used in Lyon and for k∆J
Ar and k∆J

He for
the (0, 30) pump transition are also provided in Figs. 27–30 and
Tables 9–12 of the supplementary material. The general depen-
dence of the rate coefficients for argon and helium as a
function of ∆J is very similar for the different initial states
although the magnitudes vary. The maximum rate coeffi-
cients for helium tend to be larger than those for argon and
to have a more pronounced ∆J = even propensity, espe-
cially for larger |∆J |. Close examination shows an anomaly
in Fig. 9 for both argon and helium. The ∆J = 6 rate

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
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FIG. 9. Same as in Fig. 8, but for (v = 1, J = 26).

coefficients are strongly suppressed; there are no peaks at
∆J = 6 as there are in the corresponding transitions in
Figs. 8 and 10. This effect arises from the spin-orbit cou-
pling between 2(A)1Σ+ and the nearby 1(b)3Π state and is part
real and part artifact. A more detailed explanation is given in
Sec. V A 4.

Our recent calculations20,21 allow a close comparison
with these experimental results. We obtained results for col-
lisions of NaK 2(A)1Σ+(v = 0) molecules with argon for J
≤ 50 and with helium for J ≤ 60. We also estimated the
dependence of the cross sections on the initial value of v by
repeating the coupled channel calculations using a potential
averaged over the vth vibrational wave function. This method
was used by Malenda et al.18 and should be justified when
vibrationally inelastic cross sections are small, as preliminary
results22 for the present case suggest. A rigorous comparison
with the measured rate coefficients would involve a convolu-
tion over the experimental energy distribution at T ≈ 600 K,

FIG. 10. Same as in Fig. 8, but for (v = 2, J = 44).

but extending our calculations to the high end of this dis-
tribution is not feasible. Fortunately, the cross sections do
not vary greatly over the range we have studied, so we can
approximate

k∆J
P =

〈
vσ∆J

P (v)
〉
≈ v̄σ∆J

P (v̄) , (38)

where v is the collision velocity, the angular brackets indicate
a thermal average and v̄ is the mean relative velocity.

Figures 11 and 12 compare experimental rate coefficients
to theoretical estimates based on Eq. (38). The calculated rate
coefficients are in very good agreement with the experimen-
tal data. The calculations reproduce the observed propensity
for ∆J = even transitions, and in most cases, the absolute
magnitudes of the calculations are within experimental error
bars. Experiment and theory agree that collisions with helium
show a stronger propensity for ∆J = even transitions than do
collisions with argon.

The calculations for Ar + NaK shown in Figs. 11(a) and
12(a) also exhibit a slight propensity for ∆J = odd transi-
tions for |∆J | ≥ 7. Experimental uncertainties are sufficiently
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TABLE I. Global fit rate coefficients
(
k∆J

p

)
in units of the radiative rate Γ and in units of cm3 s�1 [the latter

obtained by multiplying the fitted parameters
(
k∆J

P /Γ
)

by Γ = 4.4 × 107 s�1] for rotationally inelastic population

transfer collisions of NaK 2(A)1Σ+(v = 16, J = 30) with argon, helium, and potassium atoms (p = Ar, He, and K).
Quenching rate coefficients are also given.

k∆J
Ar /Γ k∆J

He/Γ k∆J
K /Γ k∆J

Ar k∆J
He k∆J

K

∆J (10�18 cm3) (10�18 cm3) (10�17 cm3) (10�11 cm3 s�1) (10�11 cm3 s�1) (10�10 cm3 s�1)

�4 2.08 ± 0.15 2.47 ± 0.15 0.35 ± 0.04 9.16 ± 0.68 10.89 ± 0.66 1.56 ± 0.20
�3 1.57 ± 0.12 0.53 ± 0.05 0.45 ± 0.05 6.93 ± 0.54 2.32 ± 0.22 1.97 ± 0.22
�2 4.57 ± 0.31 4.51 ± 0.27 0.82 ± 0.09 20.13 ± 1.36 19.84 ± 1.18 3.61 ± 0.38
�1 2.33 ± 0.16 0.98 ± 0.08 1.11 ± 0.11 10.23 ± 0.72 4.29 ± 0.36 4.90 ± 0.46
0
1 1.88 ± 0.15 0.91 ± 0.11 1.87 ± 0.16 8.25 ± 0.65 4.02 ± 0.51 8.24 ± 0.71
2 4.45 ± 0.28 4.57 ± 0.28 1.57 ± 0.15 19.57 ± 1.24 20.09 ± 1.22 6.91 ± 0.66
3 1.20 ± 0.09 0.76 ± 0.06 0.53 ± 0.06 5.27 ± 0.40 3.35 ± 0.28 2.35 ± 0.25
4 1.95 ± 0.14 2.62 ± 0.16 0.38 ± 0.05 8.59 ± 0.61 11.54 ± 0.71 1.66 ± 0.24

kQ
Ar/Γ kQ

He/Γ kQ
K/Γ kQ

Ar kQ
He kQ

K

(10�18 cm3) (10�18 cm3) (10�17 cm3) (10�11 cm3 s�1) (10�11 cm3 s�1) (10�10 cm3 s�1)

28.1 ± 2.5 41.5 ± 3.4 26.9 ± 2.8 123.7 ± 11.0 182.6 ± 15.0 118.5 ± 12.5

large that the current data cannot provide a definitive test of
this prediction. The semiclassical analysis by McCurdy and
Miller38 showed that the ∆J = even propensity is sensitive to
the degree to which the atom-diatom PES deviates from sym-
metry under the exchange of the two nuclei of the molecule; by
using a simplified PES with adjustable parameters, McCurdy
and Miller showed that in certain cases a propensity for ∆J
= odd transitions appeared. Our calculations for Ar + NaK
are consistent with this prediction even though our PES has
a different form than that used by McCurdy and Miller. We
have performed additional studies related to this point, which
are discussed in Ref. 21 and which will be published at a later
date.

Figures 11 and 12 also provide information about the
dependence of k∆J

Ar and k∆J
He on the initial level (v , J). The rate

coefficients (both experimental and theoretical) for each per-
turber in the two figures are very similar, suggesting that the
dependence is weak for the range of v and J investigated. In
fact, the dependence of k∆J

He on v and J in the calculations of
Malenda et al. was negligible for v ≤ 7 and 14 ≤ J ≤ 30 (see
Fig. 8 of Ref. 18).

Figure 13 provides additional information about the
dependence of the rate coefficients on the initial value of J.
Calculated cross sections, σ(J → J ′), are shown as a function
of initial J for fixed ∆J, along with the corresponding exper-
imental results (determined by dividing the experimental rate
coefficients by the mean relative velocity, v̄). The experimental
and calculated cross sections for fixed ∆J depend very weakly
on initial J in the observed range 14 ≤ J ≤ 44 although the
J-dependence of the theoretical cross sections for lower J is
much stronger. Most of the cross sections increase or decrease
sharply as J drops below ∼10. The experimental data pairs for
J = 14 and fixed |∆J | clearly exhibit greater splitting than the
corresponding pairs for J ≥ 26; the calculations show the same
pattern. Part of this behavior may be attributed to the principle
of detailed balance, but the details of the PES may play a role.

Finally, we note that the calculations predict a qualitatively
different behavior between transitions with odd and even ∆J,
for He + NaK, as shown in panels (c) and (d) of Fig. 13.

2. Collisional transfer of orientation

The measured fractions of orientation destroyed, f ∆J
p ,

obtained from the global fit of the Lehigh data described
in Sec. IV A, for perturbers p = argon, helium, and potas-
sium atoms in collisions with NaK 2(A)1Σ+(v = 16, J = 30)
molecules are presented in Fig. 14. These values are also
listed in Table II, along with the fixed values of g′p used in
the fit. Experimental values obtained using the other fit meth-
ods are presented in Tables 2, 4, 6, and 8 of the supplementary
material. Figures 15(a) and 15(b) show comparisons of exper-
imental and theoretical values of f ∆J

p for argon and helium,
respectively.

Figure 14 clearly shows that the effectiveness with which
a perturber destroys the orientation of NaK 2(A)1Σ+(v = 16,
J = 30) molecules varies greatly with the perturber. Panel (a)
shows that collisions with argon cause a prepared ensemble
of target molecules to lose about 1/3 to 2/3 of its initial ori-
entation. The loss is greater for collisions with larger |∆J |.
The corresponding loss for most values of ∆J with helium is
about 0%–25%. The value for ∆J = �4 is rather large at 61%;
the origin of the sharp increase is unclear but is probably an
experimental artifact since the signals are quite small in that
case.

Panel (c) of Fig. 14 shows that collisions with potassium
destroy 85%–100% of the initial orientation. This high value
likely has to do with the fact that both potassium and NaK
2(A)1Σ+ are open shell systems and can interact very strongly.
Although a rigorous calculation would be very involved,
we have investigated21,39 a model system with a very deep
attractive well that roughly matches the interaction of the
open shell systems Li and CN. The results show that the MJ′

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
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FIG. 11. Approximate theoretical (rigid rotor) rate coefficients for rotation-
ally inelastic collisions of NaK 2(A)1Σ+(v = 0, J = 14) molecules with (a)
argon and (b) helium, as functions of ∆J, in comparison with experimental
rate coefficients. The codes PES III: Ar and PES II: He in the legends refer
to potential energy surfaces calculated in Ref. 21. The upper limits of the
experimental error bars are the upper limits of the “uncorrected” experimen-
tal rate coefficients shown in Fig. 8, while the lower limits of the experimental
error bars are the rate coefficients corrected for multiple collision effects (see
Subsection 3 of the Appendix, Fig. 16(a), and Fig. 31 of the supplementary
material).

levels of final state J ′ of the molecule are almost completely
randomized, and most of the orientation is destroyed. Such
model calculations provide a plausible rationale for the large
values of f ∆J

K .
A perfect comparison between theoretical and experi-

mental values of f ∆J
Ar and f ∆J

He is still not possible. The data
are for v = 16, while the calculations are for v = 0. We
estimate, however, that the transfer of orientation does not
depend strongly on the vibrational level v; for ∆J = odd
transitions induced by helium and argon, our approximate cal-
culations21 show that at most 15% and 20% more orientation
is destroyed, respectively, for v = 0 than for v = 16, while for
∆J = even transitions the results differ by much less. A second

FIG. 12. Same as in Fig. 11 for (v = 1, J = 26). The upper limits of the
experimental error bars are the upper limits of the “uncorrected” experimental
rate coefficients shown in Fig. 9, while the lower limits of the experimental
error bars are the rate coefficients corrected for multiple collision effects (see
Subsection 3 of the Appendix, and Fig. 33 of the supplementary material).

consideration affecting the comparison is that, just as with
the rate coefficients, the experiments sample a Maxwellian
distribution of collision energies, while the calculations are
performed at the average collision energy. This uncertainty
also affects the comparison.

Despite these uncertainties, we show in Fig. 15 the com-
parison of theoretical and experimental values of f ∆J

Ar and
f ∆J
He . Panel (a) shows the result for argon collisions. The

data show a greater loss of orientation than that predicted
by the calculations. However, for both experiment and the-
ory, f ∆J

Ar generally increases with increasing |∆J |, and there
is a rough symmetry between positive ∆J and negative ∆J.
This approximate symmetry arises naturally from the calcula-
tions at high J. As shown in the work of Malenda et al.,18

the loss of orientation (for a given perturber) depends rig-
orously only on |∆J | and the average J = (J + J ′)/2. In
other words, the orientation loss in J → J ′ and J ′ → J

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
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FIG. 13. Cross sections as a function of initial J for fixed ∆J for (a) Ar + NaK, ∆J = odd, (b) Ar + NaK, ∆J = even, (c) He + NaK, ∆J = odd, (d) He + NaK, ∆J
= even. The codes PES III: Ar and PES II: He in the titles refer to potential energy surfaces calculated in Ref. 21. The predicted difference between positive and
negative ∆J is more pronounced at low J, and is generally consistent with the experimental data. For He + NaK, the odd and even transitions show qualitatively
different behavior.

transitions will be equal. For the present experimental sit-
uation, J rather than J is fixed, so the symmetry is only
approximate.

Figure 15(b) shows the results for helium collisions. For
this case, the calculations are generally close to the measure-
ments, within error bars for ∆J = odd transitions and for
∆J = +4, but outside of the error bars for ∆J = ±2 and ∆J
= �4. As in panel (a), the calculations exhibit an approximate
symmetry between positive ∆J and negative ∆J. In this con-
text, as in Fig. 14(b), the experimental result for ∆J = �4 is
clearly anomalous.

A final comparison between panels (a) and (b) shows that
for the same transition J → J ′, experiment and theory agree
that collisions with argon destroy more of the orientation than
collisions with helium do. Since argon is more massive and
interacts more strongly with the molecule, this result is just
what one might expect.

3. Multiple collision effects

Multiple collision effects cannot be neglected when the
lifetime of the NaK 2(A)1Σ+(v , J) level of interest is suffi-
ciently long that there is a significant probability that more
than one collision with a perturber will occur before radia-
tive decay. In that case, the measurements may be skewed
because transitions unlikely to occur in a single step may
appear to be enhanced because they arise from a two-step
process. Such effects occur in the present experiments car-
ried out in Lyon at low v , and we have made corrections to
our results using the method described in Subsection 3 of the
Appendix.

Figure 16 presents comparisons of rate coefficients for
each of two transitions with and without consideration of mul-
tiple collision effects. Panel (a) shows rate coefficients for
NaK 2(A)1Σ+(v = 0, J = 14) with argon; panel (b) shows rate
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FIG. 14. Experimental values for the fraction of orientation destroyed, f ∆J
Ar ,

f ∆J
He , and f ∆J

K , in rotationally inelastic collisions of NaK 2(A)1Σ+(v = 16, J
= 30) molecules with (a) argon, (b) helium, and (c) potassium atoms as
functions of ∆J.

coefficients for NaK 2(A)1Σ+(v = 2, J = 44) with helium. The
effect of the correction is generally to reduce the rates, usu-
ally more strongly for larger values of |∆J |. We believe that
the actual rate constants lie between the original and “cor-
rected” values but are likely to be closer to the lower corrected
values.

4. Spin-orbit effects

Rotationally inelastic collisions of NaK molecules in
levels of the 2(A)1Σ+ state can be strongly affected by
spin-orbit interactions between specific levels of the 2(A)1Σ+

state and nearby levels of the 1(b)3Π state with the same rota-
tional quantum number J. In fact, one of the nice features of
collisional line spectroscopy is that perturbations can often
be identified by quick inspection of the progression of line
intensities.

TABLE II. Fraction of orientation destroyed
(
f ∆J
p

)
for rotationally inelastic

collisions of NaK 2(A)1Σ+(v = 16, J = 30) with argon, helium, and potassium
atoms (p = Ar, He, and K), and g′p values obtained from Eq. (37).

∆J f ∆J
Ar f ∆J

He f ∆J
K

�4 0.67 ± 0.04 0.61 ± 0.06 0.94 ± 0.04
�3 0.64 ± 0.06 0.00 ± 0.35 0.84 ± 0.06
�2 0.47 ± 0.04 0.26 ± 0.05 0.91 ± 0.02
�1 0.46 ± 0.05 0.26 ± 0.17 0.96 ± 0.01

1 0.37 ± 0.05 0.00 ± 0.21 0.94 ± 0.01
2 0.57 ± 0.02 0.25 ± 0.05 0.93 ± 0.01
3 0.62 ± 0.05 0.00 ± 0.28 0.90 ± 0.05
4 0.58 ± 0.05 0.11 ± 0.09 1.00 ± 0.13

g′Ar g′He g′K

(10�11 cm3 s�1) (10�11 cm3 s�1) (10�10 cm3 s�1)

3.89 (fixed) 0.56 (fixed) 6.23 (fixed)

It has been well established that collisions are much
less likely to induce transitions from an initial 2(A)1Σ+ ro-
vibrational level to a nearby level of the 1(b)3Π state than to
another level of the 2(A)1Σ+ state with a similar J value.40,41

Presumably this is because singlet→ triplet collisional transfer
requires a spin flip. As a first approximation, one can assume
that singlet→ triplet collisional transfer can be neglected com-
pared with transfer within the singlet state. However, spin-orbit
interactions between a specific level 2(A)1Σ+(vA, J ′) and a
nearby level 1(b)3ΠΩ(vb, J ′) with the same rotational quan-
tum number J ′ cause the two levels to mix. The result is that
the singlet state acquires some triplet character and the triplet
state acquires some singlet character.

If the level 2(A)1Σ+(vA, J ′) is perturbed, the rate coef-
ficient for collisions that transfer population from an initial
level 2(A)1Σ+(vA, J) to the final level 2(A)1Σ+(vA, J ′ = J
+ ∆J), determined directly from experimental line intensities,
will be reduced compared with what would be expected in the
absence of the perturbation by a factor equal to the square of
the singlet state probability amplitude in the mixed final state
wave function. In addition, 2(A)1Σ+(vA, J ′) → 1(X)1Σ+(vX ,
JX = J ′ ± 1) fluorescence will be further suppressed because
the radiative rate is also reduced by the square of the singlet
state probability amplitude. Evidence of such perturbations is
apparent in the experimental rate coefficients for 2(A)1Σ+(vA

= 1, J = 26) at ∆J = 6 and ∆J = 13–15 shown in Fig. 9. Harker
et al.28 found that the level 2(A)1Σ+(vA = 1, J = 32) is locally
perturbed by 1(b)3ΠΩ=2(vb = 5, J = 32) such that 2(A)1Σ+(vA

= 1, J = 32) has only 67% singlet character, while the
neighboring levels 2(A)1Σ+(vA = 1, J = 31) and 2(A)1Σ+(vA

= 1, J = 33) are both almost pure singlet (96% and 95% sin-
glet character, respectively). Hence in Fig. 9 we see a strong
suppression of the ∆J = +6 rate coefficients, relative to what
we would expect in the absence of perturbation. Similarly,
all of the levels 2(A)1Σ+(vA = 1, J = 39–41) and 2(A)1Σ+(vA

= 1, J = 42–49) are significantly perturbed (singlet character
<80%) by the corresponding rotational levels of 1(b)3ΠΩ=1(vb

= 5) and 1(b)3ΠΩ=0(vb = 5), respectively, with the strongest
perturbations occurring at J = 40 and 47 (∆J = 14 and 21,
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FIG. 15. Comparison between theory and experiment of the fraction of orien-
tation destroyed in rotationally inelastic collisions of NaK 2(A)1Σ+ molecules
with (a) argon and (b) helium atoms, as a function of ∆J, for initial J
= 30. The codes PES III: Ar and PES II: He in the legends refer to poten-
tial energy surfaces calculated in Ref. 21. The experimental data corre-
spond to NaK 2(A)1Σ+(v = 16), and the theoretical results correspond to
NaK 2(A)1Σ+(v = 0).

respectively, in Fig. 9). The suppression of the rate coefficient
for ∆J = 14, relative to what we would expect in the absence
of perturbation, is clearly evident in Fig. 9. The vA = 2, J
= 27–31 levels (�17 ≤ ∆J ≤ �13) are also perturbed, by the
corresponding rotational levels of 1(b)3ΠΩ=0(vb = 6), with J
= 29 (∆J = �15) being most strongly perturbed. We note that
most of the levels studied in this work, specifically 2(A)1Σ+(vA

= 0, J ≤ 50), 2(A)1Σ+(vA = 1, J ≤ 31), and 2(A)1Σ+(vA = 2, 37
≤ J ≤ 60) all have singlet character >96%, and, there-
fore, are not significantly affected by perturbations. The NaK
2(A)1Σ+(vA = 16, 26 ≤ J ≤ 34) levels, studied in the OODR
experiments at Lehigh, can also be considered to be “pure”
singlets (>99.6% singlet character).

Incorporating these spin-orbit perturbations into the rate
equation analysis of Sec. III A 1 is problematic because per-
turbed 2(A)1Σ+ levels have lower radiative rates and different
collisional rates than unperturbed levels, and this violates our
assumption that all neighboring levels have the same quench-
ing and radiative rates. If we assume that the singlet probability
amplitude in the perturbed collisional level wave function is

FIG. 16. Comparison of zeroth order (fit neglecting multiple collision
effects—solid symbols) and final rate coefficients including multiple colli-
sion effects (open symbols) for rotationally inelastic collisions of (a) NaK
2(A)1Σ+(v = 0, J = 14) molecules with argon and (b) NaK 2(A)1Σ+(v = 2, J
= 44) molecules with helium as functions of∆J. The final values were obtained
from the average of the 99th and 100th iterations for (a) and from the aver-
age of the 999th and 1000th iterations for (b). See Subsection 3 of the
Appendix.

a, then the transition rate ΓC→`C associated with the observed
fluorescence line intensity IC→`C [see Eqs. (7) and (8)] will be
a factor of a2 weaker than if the level was not perturbed, and
hence a factor of a2 should be introduced on the right-hand
side of Eqs. (9) and (11). Assuming that the total radiative
rate for levels of the 1(b)3Π state are much smaller than for
levels of the 2(A)1Σ+ state, we can assume that each factor of
ΓC in Eqs. (9) and (11) should also be reduced by a factor
of ∼a2 compared with those for unperturbed levels. How-
ever, the quenching rate coefficients of perturbed levels should
be allowed to vary in the fits, rather than being fixed at the
values determined for unperturbed levels. Nevertheless, one
might expect 1(b)3Π and 2(A)1Σ+ levels to have quenching
rate coefficients that are not too different from each other since
rotationally inelastic collisions among 1(b)3Π levels can also
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occur and contribute to the perturbed level quenching with a
weighting of (1 � a2). Making that assumption therefore sug-
gests that the values of kQ

p /ΓC in Eqs. (9) and (11) should be
larger than those for unperturbed levels by a factor of ∼a�2

(due to the ΓC factor). A fit of the (v = 1, J = 26) → (v
= 1, J = 32) data [∆J = +6 in Fig. 9] with these assump-
tions results in fitted values k∆J=+6

Ar = 2.07×10−11 cm3s−1 and
k∆J=+6

He = 6.34 × 10−11 cm3s−1. These values are larger than
the original fitted values k∆J=+6

Ar = 1.60 × 10−11 cm3s−1 and
k∆J=+6

He = 4.78 × 10−11 cm3s−1 (see Table 11 of the supple-
mentary material) but less than the expected values (if only
the effect of ΓC→`C on IC→`C is taken into account) of a�2

times the original fitted values (i.e., 2.39 × 10�11 cm3 s�1 and
7.17 × 10�11 cm3 s�1, respectively). But these values are still
quite a bit less than ∆J = +6 rate coefficients we would expect
based on our measurements with other pump transitions, ver-
ifying that the perturbation does indeed significantly reduce
the collisional population transfer.

Finally we note that for each perturbed singlet level there
is an associated triplet level with substantial singlet character.
Collisional population transfer to these levels must also occur.
However, we did not investigate collisional transfer to these
primarily triplet levels in the present work.

B. Results for NaCs

As a comparison to the NaK rotationally inelastic colli-
sional population transfer studies, we collected similar data
at Lehigh University for collisions of argon perturbers with
NaCs molecules that had been excited to the 2(A)1Σ+(v = 14,
J = 32) level. The most significant result of this experiment
is that no propensity for ∆J = even transitions is observed for
NaCs–Ar collisions. Preliminary data obtained using helium
perturbers showed a very slight propensity for ∆J = even
collisions.

The NaCs data were fit using Eq. (23) with k∆J ,Q
NG = k∆J ,Q

Ar

and k∆J ,Q
alk = k∆J ,Q

Cs . However, the initial fits resulted in non-
physical values for the cesium rate coefficients: k∆J=+1

Cs = 0 and

kQ
Cs is very small. We attribute this to the fact that the cesium

density was generally low relative to the argon density and
hence the data were not sensitive to the cesium rates. Because
of this, we carried out a series of fits with kQ

Cs/Γ fixed at various
values over a broad range consistent with our measured NaK
potassium quenching rate coefficients, kQ

K/Γ. With kQ
Cs/Γ fixed

to any value between 10�16 cm3 and 10�15 cm3, we obtain val-
ues for k∆J=+1

Cs that are reasonable. In addition, we determined

that fixing kQ
Cs/Γ to any reasonable value and even setting it to

zero or letting it vary in the fit has little effect on the argon rate
coefficients. Figure 17(a) presents the argon population trans-
fer rate coefficients obtained with various fixed values of kQ

Cs/Γ

or with kQ
Cs/Γ allowed to vary. The NaCs argon quenching rate

coefficient varied between
(
kQ

Ar/Γ
)
= 2.0–2.6 × 10−17 cm3

in these fits. The k∆J
Cs values essentially scale with kQ

Cs, and
therefore we cannot determine absolute values of the for-
mer. However, Fig. 17(b) shows a plot of the values of
k∆J

Cs /k
Q
Cs obtained either with different fixed values of kQ

Cs/Γ

or when kQ
Cs/Γ was allowed to vary. Therefore, this plot shows

relative values of k∆J
Cs (in units of kQ

Cs), and these can be put on
an absolute scale if a measured or calculated NaCs–Cs quench-
ing rate coefficient becomes available in the future. Rate coef-
ficients k∆J

P /Γ and kQ
P /Γ obtained in these fits are listed in

Tables 25–32 of the supplementary material. Values of k∆J
P /Γ

and kQ
P /Γ were converted to rate coefficients k∆J

P and kQ
P using

Γ = 2.82 × 107 s�1, which was determined using LEVEL34

with the NaCs 2(A)1Σ+ potential of Ref. 42, the 1(X)1Σ+ poten-
tial of Ref. 43, and the transition dipole moment of Ref. 44.
These k∆J

P values are also listed in Tables 25–32 of the supple-
mentary material. We believe that the most reliable results are
those obtained with kQ

Cs/Γ fixed to the value 3.0 × 10�16 cm3

(approximately equal to the value of kQ
K/Γ obtained in the NaK

2(A)1Σ+(v = 16, J = 30) experiment at Lehigh), and calcu-
lated RF values obtained with these parameters are plotted

FIG. 17. (a) Rate coefficients k∆J
Ar for rotationally inelastic collisions of NaCs

2(A)1Σ+ (v = 14, J = 32) molecules with argon atoms, comparing the results
of fits obtained with various fixed values of kQ

Cs/Γ or with kQ
Cs/Γ allowed

to vary. (b) Rate coefficients for rotationally inelastic collisions of NaCs
2(A)1Σ+ (v = 14, J = 32) molecules with cesium atoms, in units of the cesium
quenching rate coefficient kQ

Cs, comparing the results of fits obtained with var-

ious fixed values of kQ
Cs/Γ or with kQ

Cs/Γ allowed to vary. kQ
Cs/Γ values are

in units of cm3. For cases listed as “vary kQ
Cs/Γ within limits,” the range of

allowed values was 1 × 10�17 cm3 < kQ
Cs/Γ < 1 × 10�15 cm3. The value of Γ

was taken to be 2.82 × 107 s�1.

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
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against the measured data in Figs. 36–43 of the supplementary
material.

Unlike NaK–Ar collisions, the NaCs collisional spec-
tra and fitted parameters show no propensity for ∆J = even
collisional transitions. However, the difference between the
cesium rate coefficients k∆J=+1

Cs and k∆J=−1
Cs appears to be a

real effect and can be seen directly in the spectra recorded
at different cesium densities. Figure 44 of the supplemen-
tary material shows two collisional progressions recorded
with different cesium densities but similar argon densities.
There it can be seen that the ratio

(
k∆J=−1

Cs /k∆J=+1
Cs

)
> 1 in

both cases but is significantly larger in the case of higher
cesium density implying a fairly strong propensity for ∆J
= �1 over ∆J = +1 for NaCs–Cs collisions. This is just the
opposite of what we observed for potassium collisions with
NaK 2(A)1Σ+(v = 16, J = 30) molecules. We note that the ∆J
= negative propensity in NaCs does not seem to extend past
|∆J | = 1.

We have recorded some preliminary data to study rota-
tionally inelastic collisions of NaCs 2(A)1Σ+(v = 14, J = 32)
molecules with helium perturbers. NaK–He collisions display
a stronger ∆J = even propensity than NaK–Ar collisions, so
data were collected to make a similar comparison between
NaCs–He and NaCs–Ar collisions. Figure 45 of the supple-
mentary material shows a collisional spectrum recorded with
helium perturbers and low cesium density (and hence low
signal-to-noise ratio). Collisional |∆J | = 2 line intensities are
comparable to, if not larger than, those of the corresponding
|∆J | = 1 lines. Thus, it appears that the relative number of NaCs
∆J = even collisions compared with ∆J = odd collisions is
significantly greater for helium than for argon perturbers. How-
ever, further work is clearly needed before definite conclusions
can be reached.

VI. SUMMARY AND CONCLUSIONS

We have investigated rotationally inelastic collisions of
excited heteronuclear diatomic molecules with several atomic
perturbers. Collisions of NaK 2(A)1Σ+ molecules with helium
and argon exhibit a propensity for∆J = even transitions, and the
propensity is stronger for helium than for argon. Collisions of
NaCs 2(A)1Σ+ molecules with argon do not show a propensity
for∆J = even, and the propensity in helium collisions is at best
very slight.

One might base a simple explanation of these observa-
tions on the fact that homonuclear diatomic molecules obey
a strict ∆J = even selection rule for rotationally inelastic
collisions. Then one could interpret the propensity for ∆J
= even in NaK collisions as resulting from the fact that NaK
is “almost homonuclear”38 since sodium and potassium are
both alkali atoms with a relatively small difference in mass.
This argument explains the much smaller ∆J = even propen-
sities in NaCs, which is “less homonuclear” than NaK (since
the difference in mass of sodium and cesium is much greater
than that of sodium and potassium), but it breaks down when
one considers the details. There are clear differences between
the effects of different perturbers, so the degree of the ∆J
= even propensity cannot be explained by properties of the
molecule alone. Rather, one must consider the deviation of

the atom-diatom potential energy surface (PES) from sym-
metry under the exchange of Na and K (or Na and Cs).38

Our calculations support the idea that the degree of the ∆J
= even propensity depends on the details of the potential energy
surface.

We have investigated21 how the form of the potential sur-
face affects the∆J = even propensity by extending the analysis
of Ref. 38. We find that a critical factor influencing the strength
of the propensity for∆J = even transitions is the deviation from
symmetry of the PES in a particular range of distance of the
perturber from the center of mass of the diatomic molecule.
Further discussion of this point can be found in Ref. 21 and
will appear in a forthcoming paper.

The experiments on NaK have determined rate coeffi-
cients k∆J

p as a function of ∆J for several different values
of the initial level (v , J) and perturber p (argon, helium, or
potassium). Generally speaking, for J in the range 14–44 and
for v = 0, 1, 2, and 16, the measured rate coefficients for J
→ J + ∆J depend more strongly on the perturber than on
the initial level (v , J). The calculations are in good agree-
ment with the absolute magnitude of the experimental rate
coefficients for argon and helium and correctly predict that
collisions with helium exhibit a more pronounced propen-
sity for ∆J = even transitions. They also confirm the weak
dependence of k∆J

p on v and J for the measured values. How-
ever, the calculations show a stronger dependence as J →
0, and so further experiments to probe this limit would be
useful.

For all pump transitions studied in Lyon, the fitted k∆J
K

values show strong ∆J = even propensities (see Figs. 27–30 of
the supplementary material). This dependence appears to be
inconsistent with the measurements for (v = 16, J = 30) carried
out at Lehigh. However, the measurements in Lyon primarily
focused on the noble gas collisions, so low potassium atom
densities were intentionally used. Consequently, it was diffi-
cult to accurately extract the relatively small transfer rates due
to potassium from the overall rates due to all collisions. There-
fore, we believe the rate coefficients for rotationally inelastic
collisions of NaK 2(A)1Σ+ molecules with potassium, derived
from the data obtained in the Lyon experiment, are less reli-
able than those obtained in the Lehigh experiment, and hence
the former are only reported in the supplementary material.
The Lehigh potassium data for (v = 16, J = 30) included
some observations recorded in the “heat-pipe mode” where the
noble gas is excluded from the interaction region and there-
fore those measurements should directly reflect the effects of
potassium collisions only. These results showed no ∆J = even
propensity. However, in light of this apparent inconsistency
between the potassium results obtained in the two experi-
ments, we believe the question of whether or not a ∆J = even
propensity exists for potassium collisions at small v remains
open.

The fractional loss of orientation f ∆J
p in collisions of NaK

2(A)1Σ+ molecules with argon, helium, and potassium per-
turbers has also been measured. For these experiments, the
initial level was v = 16, J = 30. The calculations of f ∆J

He
are in reasonable agreement with the measurements, while
those for f ∆J

Ar significantly underestimate the loss of orienta-
tion. The calculations predict that both f ∆J

Ar and f ∆J
He get larger

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736


144303-22 Jones et al. J. Chem. Phys. 147, 144303 (2017)

as J gets smaller. This result corresponds to the plausible
interpretation that a molecule with low J is more easily dis-
oriented by impact with a perturber than a molecule rotating
with greater angular momentum and energy. The calcula-
tions also predict that orientation is more likely to be lost
if the transition involves an odd ∆J instead of an even ∆J.
Although we did not observe this experimentally in the case
of v = 16, J = 30, the calculations predict that the differ-
ence is greatest at small J. Therefore, additional experiments
at lower values of the initial J would be useful to test this
prediction.

SUPPLEMENTARY MATERIAL

See supplementary material for additional figures and
tables related to this work. Figures related to the Lehigh NaK
2(A)1Σ+(v = 16, J = 30) experiments (Figs. 1–26), the Lyon
NaK 2(A)1Σ+(v = 0, 1, and 2) experiments (Figs. 27–34), the
NaCs experiments (Figs. 35–45), and the theoretical calcu-
lations (Figs. 46–53) are presented. Tables 1–8 correspond
to the NaK 2(A)1Σ+(v = 16, J = 30) experiments at Lehigh,
Tables 9–24 are related to the Lyon NaK 2(A)1Σ+(v = 0,
1, and 2) experiments, and Tables 25–32 refer to the NaCs
experiments.
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APPENDIX: RATIONALE FOR APPROXIMATIONS
INTRODUCED IN DATA REDUCTION
1. Anisotropy factors

In Sec. III A, we stated that the anisotropy factors cancel
in the ratio of collisional to direct line fluorescence intensities
[Eq. (6)], i.e., FC→`C/FD→`D ∼ 1. This argument is based on
the fact that we only compare P collisional lines to P direct
lines (or R lines to R lines). However, the anisotropy factor is
related to polarization and we know that J-changing collisions
reduce orientation and hence tend to depolarize the fluores-
cence. Therefore, the anisotropy factor for a collisional line
is expected to be at least somewhat different from that of the
corresponding direct line.

To obtain an estimate of the magnitude of this effect, we
follow an argument similar to that given in the work of Chen
et al.45 We pump a particular excited level 2(A)1Σ+ (ve, Je)
from the ground state level 1(X)1Σ+

(
vg, Jg

)
using a linearly

or circularly polarized laser. The populations in the individual

magnetic sublevels Me of the level 2(A)1Σ+ (ve, Je) are given
by

nve,Je,Me ∝
nvg,Jg

2Jg + 1

∑
Mg

����

〈
αg, vg, Jg, Mg

����ê1 ·
⇀
µ

���� αe, ve, Je, Me

〉����
2
,

(A1)

where αg,e represents all other quantum numbers needed to

represent the state, ⇀
µ = e

⇀
r is the electric dipole moment

operator of the optically active electron, and ê1 is the unit
vector (which is in general complex) describing the laser
polarization. The fluorescence from the anisotropically pop-
ulated excited state to the final state f (various rovibra-
tional levels of the ground state) is partially polarized. The
intensity of fluorescence polarized along the ê2 direction
is

Iê2 ∝
∑
Mf

∑
Me

nve,Je,Me

����

〈
αe, ve, Je, Me

����ê2 ·
⇀
µ

���� αf , vf , Jf , Mf

〉����
2
.

(A2)

In the Lyon fluorescence experiment, the laser propagates in
the x̂ direction and is linearly polarized in the ẑ direction. Thus

ê1 = ẑ and ê1 ·
⇀
µ = µz. We assume that the detection direction

lies in the xz plane at an angle θ with respect to ẑ. Then we
can consider the fluorescence to consist of two components:
one part polarized in a plane containing the ẑ axis and one part
polarized perpendicular to ẑ. We call these components I‖ and
I⊥, respectively. Plugging (A1) into (A2) for ê2 = ê⊥ = ŷ and
ê2 = ê‖ = sin θẑ − cos θx̂, respectively, we find

I⊥ ∝
nvg,Jg

2Jg + 1

∑
Mf

∑
Me

∑
Mg

{���
〈
αg, vg, Jg, Mg

���µz
��� αe, ve, Je, Me

〉���
2

×
���
〈
αe, ve, Je, Me

���µy
��� αf , vf , Jf , Mf

〉���
2
}

(A3)

and

I‖ ∝
nvg,Jg

2Jg + 1

∑
Mf

∑
Me

∑
Mg

{���
〈
αg, vg, Jg, Mg

���µz
��� αe, ve, Je, Me

〉���
2

×
���
〈
αe, ve, Je, Me

���µz sin θ − µx cos θ��� αf , vf , Jf , Mf

〉���
2
}

.

(A4)

The components of the dipole moment operator can be used
to construct a spherical tensor operator µk

q of rank k = 1: µ1
1

= −(2)−1/2e (x + iy), µ1
0 = ez, and µ1

−1 = (2)−1/2e (x − iy).
Then, according to Wigner-Eckart theorem27〈
α, v , J , M ���µ

1
q

��� α
′, v ′, J ′, M ′

〉
= (−1)1+J′−J 〈

J ′M ′, 1q�� JM〉

× 〈α, v , J ‖
⇀
µ‖α′, v ′, J ′〉, (A5)

where 〈J ′M ′, 1q| JM〉 is the Clebsch-Gordon coefficient and

〈α, v , J ‖
⇀
µ‖α′, v ′, J ′〉 is the reduced matrix element. The square

of the reduced matrix element is proportional to the line
strength (i.e., the Hönl-London factor) of the J → J ′ transi-

tion, 〈α, v , J ‖
⇀
µ‖α′, v ′, J ′〉 ∝ S (J , J ′), which can be calculated

from the formulas given by Kovács,46 and the Clebsch-Gordan
coefficient vanishes unless q + M ′ = M. Thus the triple sums
in Eqs. (A3) and (A4) reduce to single sums over Mg = M, and

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-147-044736
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the fluorescence intensities reduce to products of rotational
line strengths and the Clebsch-Gordon coefficients,

I⊥ ∝ S
(
Jg, Je

)
S

(
Je, Jf

)
A⊥, (A6)

I‖ ∝ S
(
Jg, Je

)
S

(
Je, Jf

) [
A‖sin2θ + A⊥cos2θ

]
(A7)

with

A⊥ =
1

2Jg + 1

∑
M

1
2

{���
〈
Jf M − 1, 11���JeM

〉���
2

+ ���
〈
Jf M + 1, 1 − 1���JeM

〉���
2
} ���

〈
JeM, 10���JgM

〉���
2

(A8)

and

A‖ =
1

2Jg + 1

∑
M

���
〈
Jf M, 10���JeM

〉���
2���
〈
JeM, 10���JgM

〉���
2
. (A9)

We want to compare the total intensity emitted into
infinitesimal solid angle dΩ at a particular detection angle θ, ϕ
to the total intensity emitted into all angles.

I (θ, ϕ)
Itotal

=

[
I⊥ (θ, ϕ) + I‖ (θ, ϕ)

]
dΩ

∫
2π

0 dϕ ∫
1
−1

[
I⊥ (θ, ϕ) + I‖ (θ, ϕ)

]
d (cos θ)

=

[
A‖sin2θ + A⊥

(
1 + cos2θ

)]
dΩ

∫
2π

0 dϕ ∫
1
−1

[
A‖sin2θ + A⊥

(
1 + cos2θ

)]
d (cos θ)

=

[
A‖sin2θ + A⊥

(
1 + cos2θ

)]
dΩ

8π
3

A‖ +
16π

3
A⊥

. (A10)

In the Lyon fluorescence experiment, we observe fluorescence
emitted into the backward (−x̂) direction, so θ = 90◦. Therefore,
the fraction of direct line fluorescence that reaches the detector
is

I (θ, ϕ)
Itotal

=
3
[
A‖ + A⊥

]
2A‖ + 4A⊥

dΩ
4π

. (A11)

The collisional line fluorescence must be somewhat less polar-
ized than the direct line fluorescence. In the worst case, the
collisional line fluorescence is completely unpolarized, and in
that case, the fraction of collisional line fluorescence reach-
ing the detector is dΩ/4π. Thus, in the worst case, the ratio of
anisotropy factors used in Eq. (6) is given by

FC→`C

FD→`D

=
2A‖ + 4A⊥

3
[
A‖ + A⊥

] . (A12)

Formulas for calculating the Clebsch-Gordon coefficients can
be found in the work of Zare.27 We find that Eq. (A12) yields
values of FC→`C/FD→`D that depend weakly on J and on the
pump/fluorescence combination (i.e., pump a P line, observe
a P line in fluorescence; pump P, observe R, etc.). However,
all values calculated from Eq. (A12) range between 0.941 and
0.964 for J ≥ 14. Again, these values represent a worst case sce-
nario since in general the collisional lines are not completely
depolarized (and for helium collisions are not depolarized
much at all). Therefore, we set the anisotropy factor ratios
equal to 1 in our analysis but recognize that the error due to
this approximation is no more than ∼5%.

Analysis of the Lehigh pump/probe fluorescence exper-
iment, utilizing a circularly polarized pump and a linearly
polarized probe, with fluorescence observed in a direction per-
pendicular to the laser propagation axis, is more complicated

but can be carried out using similar techniques (see also the
work of Chen et al.45). In this case, it can be shown that the
resulting factors are again ∼0.95 for pumping a P or R tran-
sition and probing a P or R transition. However, these factors
drop to ∼0.85 for probing a Q transition (in the present work,
no Q transitions were used). These are worst case scenarios
since the collisional levels maintain some fraction of the ini-
tial orientation, whereas these calculations of the anisotropy
factors assume complete scrambling of the M levels in the col-
lision. We also note that neglecting the anisotropy factor (that
is, not dividing the collisional rate coefficient by the anisotropy
factor) causes a slight underestimation of the rate coefficients.
We do not make this correction since these factors only repre-
sent an upper limit for the magnitude of the neglected effect.
In addition, we will show below that neglect of multiple col-
lision effects results in a significantly larger overestimation of
the rate coefficients.

2. Sodium density correction

In all of the analysis presented here for the NaK (NaCs)
experiments, we approximate all alkali atom collision rates by
potassium (cesium) rates, i.e.,

k∆J
alk

ΓC
nalk ≈

k∆J
K(Cs)

ΓC
[nK (nCs)] ,

kQ
alk

ΓC
nalk ≈

kQ
K(Cs)

ΓC
[nK (nCs)] .

(A13)

According to the Nesmeyanov vapor pressure formulas,26 the
K2, NaK, and Na2 densities in the NaK experiments are small
compared with the potassium atomic density and therefore can
be safely neglected. However, the sodium density is typically
in the range of 5%–12% of the potassium density, according to
the Nesmeyanov formulas, for the range of temperatures used
in this experiment. Consequently a better approximation for
these alkali terms would be

k∆J
alk

ΓC
nalk ≈

k∆J
K

ΓC
nK +

k∆J
Na

ΓC
nNa =

k∆J
K

ΓC
nK *

,
1 +

k∆J
Na

k∆J
K

nNa

nK

+
-

,

kQ
alk

ΓC
nalk ≈

kQ
K

ΓC
nK +

kQ
Na

ΓC
nNa =

kQ
K

ΓC
nK *

,
1 +

kQ
Na

kQ
K

nNa

nK

+
-

.

(A14)
It is not possible for us to separately determine sodium
and potassium rate coefficients. However, it is reasonable to
assume that the sodium and potassium rate coefficients are
comparable. Hence if we assume that k∆J

Na ≈ k∆J
K ≡ k∆J

alk and

kQ
Na ≈ kQ

K ≡ kQ
alk , we see that

k∆J
alk

ΓC
nalk ≈

k∆J
K

ΓC
nK

(
1 +

nNa

nK

)
(A15)

and similarly for the quenching terms. By neglecting the factor
in parentheses in (A15) in our analysis (that is, by just using
nalk ≈ nK), we effectively underestimate the alkali atom den-
sity by 5%–12%, which means we effectively overestimate the
alkali rate coefficients (reported here as potassium rate coef-
ficients) by 5%–12%. However, the potassium atom densities
have much larger uncertainties of 30% and the assumption
that k∆J

Na ≈ k∆J
K is fairly crude. So the reported potassium

rate coefficients were not corrected for this effect since it
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is already taken into account in the error bars. In the NaCs
experiment, this effect is considerably less because the ratios
nNa/nCs are much smaller than the nNa/nK ratios in the NaK
experiments.

We note that the noble gas rate coefficients are not affected
by this systematic underestimation of the alkali atom density.

3. Multiple collision corrections

The analysis presented above is based on a “single colli-
sion regime” model, where we assume that a particular colli-
sional level C is much more likely to be populated by a single
collision transferring population from the directly excited level
(i.e., D→C) than it is to be populated through a two (or more)
step collisional process involving an intermediate level i. The
benefit of using this approximation,

k∆J
p

ΓC
np �

∑
i,D

k∆Ji
p

ΓC
np

ni

nD
, (A16)

for each perturber p, is that it allows the neglect of the mul-
tiple collision term relative to the single collision term in
Eq. (3). This criterion requires both low noble gas atom densi-
ties and low alkali atom densities. However, the density of NaK
molecules approximately scales with the product of the sodium
and potassium atom densities, such that low alkali densities
result in greatly reduced direct line intensities. Collisional line
intensities are reduced even more than direct line intensities
at low noble gas and low alkali densities since each colli-
sion rate also scales with the corresponding perturber density.
Unfortunately, the perturber densities required for acceptable
signal-to-noise put us into the multiple collision regime for
some of the data obtained in this work. As will be seen below,
this effect is more significant for larger values of ∆J and there-
fore is of particular importance in the interpretation of the data
from the Lyon experiment.

Returning to Eq. (3) and considering the Lyon one-laser
fluorescence experiment, we see that the collisional level to
direct level population ratio is given by

nC

nD
=

∑
p

*
,

k∆J
p

ΓC
np +

∑
i,D

k∆Ji
p

ΓC
np

ni

nD

+
-

1 +
∑
p

kQ−C
p

ΓC
np

, (A17)

where the first term in the numerator represents collisions that
transfer population from the directly excited level (D) to the
designated collisional level (C) in one step and the second
term in the numerator (the sum over i , D) represents colli-
sions that populate level C from other levels i , D that were
populated from level D, either directly or indirectly, in previ-
ous collisions. The single collision approximation corresponds
to neglecting the second term relative to the first. A look at
the sums of the fitted J-changing collision rate coefficients
provides one indication that this approximation may not be
valid. Specifically, for each type of perturber p, the sums of the
J-changing collision rate coefficients should be smaller than
the corresponding fitted quenching rate coefficient. However,
in Table III we see that these sums are, in fact, larger than the
corresponding quenching terms, sometimes by more than a

TABLE III. Comparison of fitted quenching rate coefficients with the sums
of the k∆J

p values for a given initial level and given perturber p. These values
were obtained using the global fit results for the quenching rate coefficients and
zeroth order kD→C(0)

p rate coefficients for p = argon, helium, and potassium.

Directly
∑
J

k∆J
Ar

∑
J

k∆J
He

∑
J

k∆J
K

pumped level (cm3 s�1) (cm3 s�1) (cm3 s�1)

2(A)1Σ+(0, 14) 1.18× 10�9 2.73× 10�9 3.56× 10�8

2(A)1Σ+(0, 30) 1.46× 10�9 2.84× 10�9 2.71× 10�8

2(A)1Σ+(1, 26) 1.20× 10�9 2.40× 10�9 2.53× 10�8

2(A)1Σ+ (2, 44) 1.20× 10�9 2.26× 10�9 1.79× 10�8

kQ
P (cm3 s�1) 8.27× 10�10 1.39× 10�9 2.02× 10�8

factor of two. Thus we need to consider how multiple collision
effects can be incorporated into the model.

In principle, all measured (nC /nD) and (ni/nD) ratios,
derived from the intensity ratios, should be fit simultaneously
as functions of the various perturber densities. However this
procedure requires a prohibitively large fitting matrix. Fits of
the |∆J | ≤ 4 data alone involve 99 fitted parameters, with-
out the inclusion of multiple collision considerations. On the
other hand, correcting the rate coefficients for multiple col-
lision effects after the fact is also problematic because the
magnitude of the effect depends on the perturber densities.
However, we can calculate an upper limit for the magnitude
of the error in the various rate coefficients due to neglect of
multiple collisions.

We start by noting that the previously determined k∆J
p

values are approximately equal for the same ∆J but differ-
ent initial J. This means we can, for example, approximate
kJ=28→J=25

p (where∆J =�3) for v = 0 (which was not measured)
by kJ=30→J=27

p (which was measured). The rate coefficients
obtained in our original fit, which we now designate as the
zeroth order rate coefficients k∆J(0)

p , in fact represent the sum
of the actual rate coefficients for the one-step collisional trans-
fer from the directly excited level

(
kD→C(actual)

p

)
and the actual

multiple collision terms that populate level C from all other
levels i, i.e.,

(
ki→C(actual)

p
ni
nD

)
. Thus, for a given perturber, we

have

k∆J(0)
p =


kD→C(actual)

p +
∑
i,D

ki→C(actual)
p

ni

nD


(A18)

or

k∆J(actual)
p =


kD→C(0)

p −
∑
i,D

ki→C(actual)
p

ni

nD


. (A19)

Here k∆J
p = kD→C

p and ∆J = C � D. One way to proceed is to

use the zeroth order k∆J(0)
p values as estimates of ki→C(actual)

p

using ∆J = C � i. In principle, using this approximation and
known values for (ni/nD), we can obtain a first order estimate
for each k∆J(actual)

p ,

k∆J(1)
p =


kD→C(0)

p −
∑
i,D

k∆J=C−i(0)
p

ni

nD


. (A20)
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This can be iterated such that

k∆J(m)
p =


kD→C(0)

p −
∑
i,D

k∆J=C−i(m−1)
p

ni

nD


. (A21)

In practice, for high perturber densities, some (or all) of
the k∆J(1)

p values turn out to be negative, which implies that
effects due to multiple collisions require more than a small
correction at these densities. This causes the iteration pro-
cess to fail because the zeroth order rate coefficients are not
a sufficiently good first estimate for the actual rate coeffi-
cients. Therefore, we use another method of estimating the
first order rate coefficients. Returning to Eq. (A18) we can
write

kD→C(actual)
p

kD→C(0)
p

=
kD→C(actual)

p

kD→C(actual)
p +

∑
i,D

ki→C(actual)
p

ni
nD

, (A22)

which is exact. It is not unreasonable to assume, as a first
approximation, that each ∆J collision is affected equally by
multiple collisions, i.e.,

(
kD→C(actual)

p /kD→C(0)
p

)
∼ constant.

Thus we can form an alternative first approximation to the
actual rate coefficients,

kD→C(1)
p

kD→C(0)
p

=
kD→C(0)

p

kD→C(0)
p +

∑
i,D

ki→C(0)
p

ni
nD

. (A23)

These first order estimates can then be iterated to convergence
using Eq. (A21).

We carried out this process recognizing that this method is
far from exact since the corrections depend on density through
the terms (ni/nD). In fact, because the zeroth order rate coeffi-
cients were fit to the density ratios, we can accurately replace
(ni/nD) in the equations above with

ni

nD
=

∑
p

kD→i(0)
p

Γ
np

1 +
∑
p

kQ
p

Γ
np

. (A24)

Thus the corrected (iterated) rate coefficients would only rep-
resent the actual rate coefficients if the perturber densities were
the values used in Eq. (A24) for all recorded data. However,
by using the highest experimental perturber densities in (A24)
and carrying out the calculations outlined above, we obtain a
good estimate of an upper limit for the errors in our measured
rate coefficients due to neglect of multiple collision effects. In
slightly more than half the cases, this process converges to a
consistent set of rate coefficients. In the other cases, the itera-
tion process does not converge, but the iterated values oscillate
about average values that remain approximately constant. In
such cases, we take these average values to be the “corrected”
values.

Figure 16 shows the original and “corrected” 2(A)1Σ+(0,
14) rate coefficients for argon perturbers and 2(A)1Σ+(2, 44)
rate coefficients for helium perturbers, and additional plots and
tables for all studied pump transitions and perturbers are pro-
vided in Figs. 31–34 and Tables 13–24 of the supplementary
material. In all cases, we believe that the actual rate coefficients
lie between the original and “corrected” values but are likely

TABLE IV. Comparison of fitted quenching rate coefficients with the sums
of the k∆J

p values for a given initial level. These values were obtained using the
global fit results for the quenching rate coefficients and the multiple collision
analysis results for the k∆J

p rate coefficients.

Directly
∑
J

k∆J
Ar

∑
J

k∆J
He

∑
J

k∆J
K

pumped level (cm3 s�1) (cm3 s�1) (cm3 s�1)

2(A)1Σ+(0, 14) 5.90× 10�10 1.16× 10�9 1.80× 10�8

2(A)1Σ+(0, 30) 6.79× 10�10 1.14× 10�9 1.27× 10�8

2(A)1Σ+(1, 26) 6.22× 10�10 1.14× 10�9 1.32× 10�8

2(A)1Σ+(2, 44) 6.23× 10�10 1.15× 10�9 9.31× 10�9

kQ
P (cm3 s�1) 8.27× 10�10 1.39× 10�9 2.02× 10�8

to be closer to the lower corrected values. In Table IV, we see
that the sums of these corrected k∆J

p values are now consistent
with the fitted quenching rates.

From Fig. 16 of this work and Figs. 31–34 and Tables
13–24 of the supplementary material, it can be seen that the
multiple collision effects are relatively small for the largest rate
coefficients corresponding to |∆J | = 2 but are more significant
for small rate coefficients and for large |∆J |. It is also impor-
tant to note that although these multiple collision corrections
have a strong effect on absolute rate coefficients, they have a
much smaller effect on relative values of rate coefficients for
different ∆J’s. Specifically, these corrections indicate that the
∆J = even propensity is actually more pronounced than the
original fitted values indicate.

Finally, we note that the Lehigh 2(A)1Σ+(16, 30) data are
much less sensitive to multiple collision effects because these
data were limited to |∆J | ≤ 4 and were typically recorded at
lower perturber densities. Therefore we do not present such
corrections for the Lehigh data.
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