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Radiation trapping in sodium —noble-gas mixtures

J. Huennekens, H. J. Park, T. Colbert, and S. C. McClain
Department of Physics, Lehigh Uniuersity, Bethlehem, Pennsyluania 18015

(Received 15 October 1986)

We have studied sodium resonance radiation under conditions of severe radiation trapping in

sodium-argon mixtures, and we report measured values of the effective radiative decay rates. The
measured values are compared with values calculated from the Holstein theory of radiation trapping
in the impact-regime, foreign-gas pressure-broadening limit. The experiment was designed to satisfy
all of the validity criteria imposed by the approximations of the Holstein theory, and the experiment
and theory are in good agreement. Since the effective radiative decay rate depends upon the col-
lisional line-broadening rate, confirmation of the theory allows such measurements to be used to
determine unknown line-broadening constants using only broadband lasers and low resolution mono-
chromaters. We demonstrate this technique for the sodium D lines broadened by xenon and neon

perturbers. The values for the broadening constants obtained in this manner are in reasonable agree-
ment with values from several previous studies utilizing more traditional techniques.

I. INTRODUCTION

In an optically thick vapor, resonance photons may be
absorbed and reemitted many times before they escape to
the container walls. This process, called radiation trap-
ping, must be understood in order to accurately model
stellar atomospheres' and to correctly interpret studies of
atomic collisions in optically thick vapors. ' Additional-
ly, radiation trapping is important in the lighting industry
since it is a process which reduces the efficiency of com-
mercial lamps. '

Trapping of resonance radiation can be expressed in
terms of the escape factor g which relates the effective ra-
diative rate to the natural radiative rate: '

I off gl rtgt

Thus g
' can be thought of as the mean number of ab-

sorptions and reernissions that take place before escape.
The escape factor depends on the line-center optical
depth, the magnitudes and types of line-broadening mech-
anisms that are active, and the geometry of the cell.

In principle, very accurate results for the escape factor
can be obtained using Monte Carlo techniques if one
knows the distribution of absorbing atoms (usually
ground-state atoms), the line-shape function k„, the fre-
quency and angular redistribution functions, and any
relevant collisional excitation transfer rates. In practice,
excellent results have been obtained using these techniques
which can handle such complications as hyperfine struc-
ture and nonideal geometries. However, such computer
simulations are expensive and it is not obvious how to
scale the results if, for instance, one doubles the cell size
or changes the type of either the radiating or perturbing
atoms.

By employing certain approximations and considering
limiting cases, Holstein obtained simple analytic expres-
sions for the escape factor which are valid under a wide
range of conditions. In particular, Holstein used the
limiting approximations of high optical depth (koL &&1,

where ko is the line-center absorption coefficient and I. is
the cell dimension), only a single broadening mechanism
present (pure Doppler, pure impact-regime collision
broadening, or pure quasistatic-regime collision broaden-
ing), and complete frequency redistribution. He then con-
sidered ideal geometries (infinite slab and infinite
cylinder) and wrote the solutions to the radiation diffusion
equation for the excited-atom spatial distribution as an
eigenmode expansion,

n, (r, t)=g C, n;(r)e (2)

for a collision-broadened line in the impact regime. Here,
k is the transition wavelength, g2 and g& are the upper
and lower state statistical weights, and I", is the
collisional-broadening rate which has a contribution from

The spatial modes n;(r) form a complete set of functions,
each mode being a solution to the radiation diffusion
equation that decays exponentially. In general, the
excited-atom spatial distribution will not decay as a single
exponential but will evolve in time toward the fundamen-
tal (i.e., slowest decaying) mode distribution n~(r). Note
that except for the fundamental mode, the spatial modes
are nonphysical since n;(r) can be negative for i&1 (see
Ref. 8 for plots of the four lowest spatial mode distribu-
tions). The total excited-atom density n, (r, t) must, of
course, be positive everywhere.

Holstein solved for the fundamental mode decay rate P&

which is equal to I,ff in the limit of a fundamental mode
distribution. For the geometry of an infinite slab of thick-
ness L he obtained

r,ff
—gI „,„=1.875I „„IkL[n (IknL/2)]'

for a Doppler-broadened line, and
—1/2

g2 natI,ff——g I „„=1.150I „„ I n
2 g) I,
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self-broadening and one from foreign-gas broadening, i.e.,

k self+ g foregin=71 ~ np (5)

II. THE EXPERIMENT

In order to experimentally test the Holstein results, it is
essential that the conditions of the experiment meet the
validity criteria of the theory. In the present experiment,
we study sodium perturbed by argon because the rates for
broadening of the sodium resonance lines by argon are
known accurately, " ' as are the sodium resonance line
self-broadening rates. The fine structure of the sodium
3P state is a complication which must be accounted for

The k, 's are collisional-broadening rate constants and n

and nz are the absorbing-radiating and perturbing atom
densities, respectively.

Similar results for infinite cylinder geometries and for
quasistatic-regime pressure broadening can be found in
Holstein's papers. ' van Trigt extended the calculations
to obtain decay rates for several of the higher modes. '

In a previous work we experimentally verified the Hol-
stein solutions for the escape factor in the pure self-
broadening limit (pure Na vapor). ' This required the use
of experimental conditions which satisfy the approxima-
tions and limitations imposed by the theory. In the
present work we extend these measurements to the
foreign-gas broadening case (Na perturbed by Ar). Again,
we find that the simple Holstein expressions yield escape
factors and effective radiative rates that agree with our
measured values within experimental uncertainties. Using
this result, we demonstrate that simple measurements of
effective radiative rates, using broadband lasers and low-
resolution monochromators, can be used in some cases to
obtain reasonably accurate values for unknown impact-
regime line-broadening rates. We demonstrate the tech-
nique in the cases of Na perturbed by Xe and Ne.

(see Sec. III), but the rate coefficients for excitation
transfer between the two levels are also accurately
known. ' ' The rate coefficient for quenching of sodi-
um 3P atoms by argon is quite small (kq„,„,h &10
cm /s), ' and this process can be neglected here (see also
Sec. III). Quenching by Na2 molecules and impurities will
be considered later.

The experimental setup is shown in Fig. 1. The com-
m erical nitrogen laser pumps a home-built dye laser
which produces 0.5-ns pulses of light in a 0.1—0.2-nm
bandwidth around 589 nm. Typically, the laser energy is
10—15 p J/pulse. The sodium cell is a stainless-steel
block, drilled out to make a cross, which has sapphire
windows sealed to the block with silver 0 rings. The cell
is uniformly heated (including the windows) so that densi-

ty gradients are minimized. The cell is connected to a
vacuum and gas handling system, and the sodium vapor
pressure is controlled by the temperature of a sidearm
which is kept lower than the cell temperature to avoid Na
condensation on the windows. Two arms of the cross
contain sapphire rods which create a slab geometry in the
observation region. Since the spacing between the rods,
0.537 cm, is small compared to their diameter, 1.27 cm,
the observation region approximates Holstein s infinite
slab. Fluorescence is collected by a lens system, dispersed
by a 0.5-m monochromator and detected by a photomulti-
plier (PMT). The PMT output is amplified by a fast am-
plifier, passes down a 107-ft. delay line and is then pro-
cessed by a boxcar averager with scannable gate. Boxcar
signals are sent to a computer where 5 scans are averaged.
The boxcar is triggered by a photodiode (PD) which ob-
serves a fraction of the laser pulse split off by a beam spli-
tter. The time resolution for the complete system was
measured to be —12 ns. A white lamp on the far side of
the cell is used to measure absorption equivalent widths
from which sodium densities are determined.

We operate at sodium densities between 5&&10' cm
and 2&& 10' cm . This yields line-center optical depths
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(in the absence of argon gas) between 8 and 600, thus
satisfying Holstein's requirement of high optical depth.
The requirement of a single broadening mechanism is
clearly not satisfied since Doppler, pressure, and natural
broadening are all simultaneously present in the resonance
lines. However, the radiation trapping problem is almost
totally dominated by the part of the line profile where the
optical depth is approximately unity (i.e., k L —1). This
is because photons emitted at frequencies closer to line
center are absorbed after traveling a very short distance
regardless of the details of the line shape, while there is
only a small probability for emission at larger detunings
from line center. This same effect is responsible for the
fact that the peaks of a self-reversed line appear near the
k I =1 points. Thus the dominant broadening mecha-
nism with respect to radiation trapping is that which
dominates the unity optical depth points of the line pro-
file. Note that since the Lorentzian function has much
more persistent wings than does the Gaussian function,
pressure broadening can dominate radiation trapping at
much lower densities than the point where the pressure-
broadened half width equals the Doppler half width. We
also note that the transition between Doppler- and
pressure-broadened radiation trapping occurs quite sud-
denly (i.e., see the [Na]=5.27&&10' cm data of Fig. 4
and also Fig. 5 of Ref. 10). Thus the Holstein approxima-
tion of a single broadening mechanism is not a serious
constraint. Note that the collision-induced line shift,
which can be several Doppler widths at 1000 Torr of ar-
gon, does not affect the trapping as long as this shift is
constant throughout the cell. Additionally, reabsorption
of D& line-wing photons in the optically thick regions of
the D2 line and vice versa is negligible (less than a 1.5%%uo

effect on I,ff).
The final approximation of the Holstein theory is the

assumption of complete frequency redistribution; i.e., that
the frequency of the emitted photon is not correlated to
the frequency of the absorbed photon. This is a very good
approximation for Doppler and pressure broadening, but
is very poor for natural broadening (where there is no
redistribution in the atom's rest frame). Under the condi-
tions of our experiment, this is not a problem since in all
cases where the Lorentzian wings dominate the radiation
trapping problem, the contribution from pressure
broadening exceeds the natural-broadening contribution.
However, this does not have to be the case if I „„is large,
the Doppler width is small, or the cell dimensions are
large. Recently Post et al. ' ' and Streater ' have carried
out extensive tests of the effects of incomplete redistribu-
tion on radiation trapping. More will be said about this in
Sec. III.

Since the Holstein theory yields fundamental mode de-
cay rates, we must consider whether that is what we mea-
sure in the experiment. In general, the laser excites some
linear combination of spatial modes [see Eq. (2)] which
then decays as a sum of exponentials. Since the funda-
mental mode has the slowest decay, a pure fundamental
mode can be achieved by simply waiting until the late
time. [Note that the second slowest decaying symmetric
mode, n3(r), which is the next most important for our ex-
perimental conditions, decays with a rate 2.09 times that
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FICx. 2. D2 fluorescence intensity as a function of time (aver-

age of 5 scans). The laser, which was set to the D2 line frequen-
cy, fired at t -0.14 @sec. [Na] =1.14&& 10' em 3. Argon pres-
sure was 500 Torr. The smooth curve superimposed on the data
is a fitted exponential.

of the fundamental mode. ' ] For a typical scan (see Fig.
2) we fit a single exponential to the data beginning at
some initial time to. We then repeat the fit using a larger
value of to and continue until we find the decay rate con-
verging toward a constant value. However, if not much
care is taken with the excitation laser spatial profile, it
may take a very long time to reach single exponential de-
cay. On the other hand, we can minimize this effect by
making a reasonable match between the laser spatial pro-
file and the fundamental mode distribution [see Fig. 3(c)].
In this way we excite the fundamental mode with a large
amplitude while the amplitudes of higher modes are small
[C~ & C;, i&1 in Eq. (2)]. Thus we reach a single ex-
ponential decay at fairly early times. Note that the radia-
tion trapping process quickly washes out any inhomo-
geneities in the excited atom distribution caused by the
poor laser spatial mode structure, etc. , and only a crude
match of beam diameter with the cell dimension is neces-
sary.

The method of imaging of the fluorescence onto the
detector can also affect the observed decay rates. Figures
3(a) and 3(b) show the cell geometry. The cell interior is
imaged onto the monochromator entrance slits with the x
axis oriented along the slits. Orienting the z axis along
the slits increases signal size but fails to account for pho-
tons that diffuse out of the laser column. Thus the trap-
ping geometry would be determined by the laser beam di-
ameter and the monochromator slit width rather than by
the slab thickness I . Since the excitation is approximate-
ly independent of z (attenuation across the observed re-

gion is small) it is more nearly correct to image a slice
oriented along x. Then, by symmetry, the photons diffus-
ing out of this volume into other region of the cell are
compensated by an equal number diffusing in.

Neutral density filters were inserted into the fluores-
cence to test detector linearity, and into the laser beam to
verify that nonlinear processes (for example, quenching by
electrons created in associative ionization or photoioniza-
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FIG. 3. (a) Cross section of the cell interior in the xy plane. The laser beam propogates into the page (z direction). (b) Cross sec-
tion in the xz plane. This is the view which is seen from the detector. The dashed line indicates the region imaged onto the mono-
chromator slits. {c)Comparison of the laser spatial profile (solid line) measured across the cell [in the y direction of (a) and (b)] and
the fundamental-mode excited-atom spatial distribution (dashed line).

tion) did not modify the decay rates. Laser and mono-
chromator bandwidths were such that the D& and D2
lines could easily be resolved in both excitation and detec-
tion, although we will see that the rapid collisional excita-
tion transfer between the two upper levels makes this reso-
lution unnecessary.

III. RESULTS AND DISCUSSION

—CO+ t+(~+ ~1 tt

nt(t) = nz(0) —CO t —Q7+ f
Rp, (e —e + ),

n2(0) —Q) t
n2(t) = [(I t,«+R, 2

—cu )e
6) + —Cc)

Because of excitation transfer between the two levels,
the observed decay rate is actually a mixture of the I,ff s
for the D, and D2 lines. (These are unequal due to dif-
ferent statistical weights and collisional broadening rates
for the 3P~/q and 3P3/2 states. ) If we label 3P3/2 state 2
(the state directly excited by the laser) and 3P&/2 state 1

then we find that the following rate equations are valid
once the laser pulse has terminated:

ri 2 ——R, zn, —(I p «+Rz, )n2,

ri t ——Rqtn2 —(I t «+Rtq)n, .

(6)

(7)

Here the R's are collisional mixing rates which have one
contribution from collisions with ground-state sodium
and one from collisions with perturbers

( R 2 t k2 t'n + kq
——t nq ) .

The solution to Eqs. (6) and (7) is

+(Rp, +R ) ]'/ (10)

In the limit of low collisional mixing, co+ reduce to I ~,ff
and I p «. However, for complete mixing (i.e., R » I,«),
we find co+ -R2&+R &z while

I 2~- —
3 I i,ff+ 3 I 2.ff

(i.e., cu reduces to the weighted mean of the effective ra-
diative rates assuming R&2-2R2& from detailed balance.
For our temperature of 630 K, R &2

——1.92R 2& so
co =0.3421 J ff+ 0.6581 p ff in the complete mixing lim-
it. ) If co+ »co, the slow decay rate dominates the
fluorescence decay in the late time and is therefore the

where n2(0) is the initial population in the 3P3/p state
produced by the laser and co+ are given by

1

cu = —,(I „«+I,«+R, +R, )

+ —,
' [(r„«r„«)'+Z(R„—R„)(r„«—r„«)
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FIG. 4. Fluorescence decay rates co as a function of argon
pressure for sodium densities of 5.27 & 10', 1.81 X 10',
5.17X10', and 1.14&10' cm . Solid line is the Holstein
theory prediction. The horizontal regions of the co versus pres-
sure curves at the two lowest sodium densities are regions where
the trapping is dominated by Doppler broadening (and is there-
fore independent of gas density).

quantity measured in the experiment. In principle, ~+
could be obtained from the fast exponential rise of the D1
fluorescence and thereby would yield the mixing rates.
However, for even 1 Torr of argon this fast rise is much
faster than the detection system response time.

Measurements of fluorescence decay rates for both D
lines were taken as a function of argon pressure for four
sodium densities. These results are plotted in Fig. 4 along
with calculated fluorescence decay rates (co ) obtained
from Eq. (10). The mixing rates were calculated from the
results of Refs. 3 and 16 and the principle of detailed bal-
ance. I,rr's were calculated from Eqs. (3) and (4) using
ko(D2)/n=5 63 X 10 ' cm and ko(D~)/n=2. 81
X 10 ' cm (which are corrected for the 1.77-GHz
ground-state hyperfine splitting), self-broadening rates
from Ref. 3, and argon broadening rates from the weight-
ed mean of the results of Refs. 11—15

[k, '(D2)=4.87X10 cm s ', k, "(D))=5.38X10
cm s ']. (Note that the argon broadening constants were
scaled to our temperature of 630 K using the theoretical
T temperature dependence appropriate for van der
Waals broadening. ) Values of I „„were taken from Ref.
23. The crossover from Doppler to pressure broadening
(which only occurs for data taken at the lower Na densi-
ties) was handled by simply taking the larger of
I,rt(Doppler) and I,rr(impact).

Error bars have been placed on several points on the

graph. One of the most significant sources of error is the
uncertainty in the sodium density. This was obtained at
each side arm temperature from Nesmayanov's vapor

pressure formula and from D line equivalent width mea-
surements taken at several argon pressures and with no
gas present. The pure sodium equivalent widths were
compared to values calculated by Kunasz and Kamke
(which include hyperfine-structure effects) while the
equivalent widths for argon broadening were calculated
from the expression:

' 1/2
g2

8'p ——
C 8 IT' g1

which is valid when the pressure broadened wings dom-
inate the equivalent width (this is roughly the same cri-
teria as when the pressure broadened wings dominate the
radiation trapping; i.e., that the unity optical depth point
is in the pressure-broadened wings). The various Na den-

sity determinations typically agree to within -20% and
we estimate the uncertainty of their mean at —10%. The
uncertainty in the argon pressure is very small (we take it
to be less than 1% for I' ~ 100 Torr and less than 5/o for
10&P &100 Torr). However, due to the coarse scales of
the pressure gauges used, the uncertainty in the argon
pressure is substantial ( —25%) in the range of 1—2 Torr.
Nevertheless, this is not a serious concern at either low Na
densities where the trapping is dominated by the Doppler
core (for low Ar pressures) or at high Na densities where
self-broadening exceeds the Ar broadening (for low Ar
pressures).

Excitation transfer rates are known to —18% for
sodium-sodium collisions and —5% for sodium-argon
collisions, ' but for argon pressures above a few Torr the
mixing is complete and we are totally insensitive to errors
in the mixing rates. The sodium self-broadening rates are
known to 15%, while the rates for broadening by argon
are known to —5%." ' The measured decay rates were
corrected for the 12-ns time resolution of the detection
system. This correction represents a 36%%uo increase in our
largest co values obtained at low Na density, but this
drops to less than 12'Fo for ~ =10 s ' and to less than
4% for ~ = 3 &( 10 s '. As can be seen from Fig. 4, al-

most all of the data correspond to cu &10 s '. In all
cases, the entire magnitude of the correction was folded
into the overall error estimate. The influence of higher
spatial modes is greatly reduced by the pump beam

geometry and the exponential fitting technique. We esti-
mate that these higher modes contribute less than a 5%
error in our results. Window reflectivity introduces a sys-

tematic error, since reflections back into the vapor in-

crease the average photon escape time. Conversely, the
window reflectivity can be thought of as an effective in-

crease in the slab thickness. From our previous study of
pure sodium vapor, and from the known reflectivity of
the sapphire surfaces, we estimate an approximate error of
5% in our measured values of ~ from this cause. The
data were not corrected for this effect. Finally, the sta-
tistical uncertainty of the data itself and of the fitting rou-
tine is estimated to be less than 5%. Assuming the vari-
ous sources of uncertainty are uncorrelated, and taking ac-
count of the functional dependence of I",ff on the various
parameters, we estimate that our experimentally deter-
mined decay rates (co ) are typically accurate to
10—20 %%uo.
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Quenching collisions can increase observed decay rates
which therefore do not correctly reflect the effective radi-
ative rates. Quenching can occur in collisions of excited
Na with Naz molecules, argon atoms, or impurity atoms
and molecules which are present in the argon or which
outgas from the cell walls. Naz molecules are efficient
quenchers through the process:

Na(3P)+Naz(X 'Xs+)~Na(3s)+Na&(A 'X„+, etc. ) .

The rate coefficient for this process was measured to be
3.4&(10 cm s ' by Lam et al. who observed an in-

crease in the fluorescence decay rates when the Na density
was greater than 10' cm . However, for our largest Naz
density of 1.07&10" cm, this quenching mechanism
has less than a 0.2% effect on the observed decay rates.

Copley, Kibble, and Krause' showed that cross sec-
tions for quenching of sodium by noble gases are less than
10 ' cm . These results are also supported by shock tube
measurements of Tsuchiya and Kuratani and by calcula-
tions of Stamper. Using 10 ' cm as an upper value
we find that quenching by argon could affect our mea-
sured decay rates by 281o in the worst case (i.e., our
n =1.14&&10' cm, 1000 Torr Ar point). However,
quenching by argon would cause a linear dependence of
cu on argon pressure. Our observed square-root depen-
dence also confirms 10 ' cm as an upper limit for the
quenching cross section and demonstrates that argon
quenching does not significantly affect our results.

Impurities in the argon, especially diatomic molecules,
can be very efficient quenchers. For example, measured
values of the cross section for quenching of Na(3P) by Nq

range from 1)&10 ' to 5)&10 ' cm . ' ' However,
the argon used in the present experiment has a purity level
of 99.998%%uo. If we assume all impurities quench with an
effective cross section of 5 ~ 10 ' cm, we estimate that
they cause less than a 3% increase in the observed decay
rates. As with the quenching by the argon itself, quench-
ing by impurities in the argon would cause a linear depen-
dence of observed decay rates on argon pressure. Thus we
conclude that these mechanisms also do not significantly
affect our experiment.

Finally we note that after adding argon to the cell and
sealing if off from the vacuum system, impurities pro-
duced by outgassing can build up with time and result in
significant quenching. This effect would cause an in-
crease in co with time following the closing of the cell
valve. However, no noticeable change in co was recorded
over a period of one hour, which was typical of the time
the valve remained closed during the experiment.

Within the uncertainty of our measurements, we have
confirmed the validity of the Holstein theory calculations
of trapped effective decay rates in the case of foreign-gas
broadening. Consequently, the technique can be turned
around so that measurements of effective radiative rates
can yield unknown impact-regime line-broadening rates.
A look at Eqs. (4) and (11) shows that while
I ff o- (I, /n )', the equivalent width Wq ~ ( l, n )'
Thus although measurements of W~ and I,ff both suffer
from random and systematic errors, their product is in-

dependent of sodium density which is a major source of
uncertainty in the experiment. In fact, this product
uniquely determines the broadening rate. Conversely,
measurement of Wg/I ff can be used to obtain the radiat-
ing atom density even in situations where the broadening
rate is unknown.

This situation is complicated by fine-structure mixing.
From equations (4) and (11) it can be seen that

1

2&C
(13)

so that a plot of W~l, ff versus gas pressure gives a
straight line whose slope yields the broadening constant
k, . In the complete mixing limit and at our temperatures,
however, the measured decay rate cu is given by
0.342I ],ff + 0.658I p ff and broadening rates for both lines
become important. This can be disentangled by measur-
ing equivalent widths on both lines and using Eq. (11) to
show that

[ W~(D& )/W~(Dz)] = [1,(D, )/21, (D )]'

Substituting in, one can finally obtain

1.14&& 10 Wg(D~)cor, (D, ) =
1+1.04

Wg(D) )

Wg(D~ )

(14)

where the leading constant depends only on the transition
wavelength, the speed of light, and the natural radiative
rate (taken to be the same for both lines). The equivalent
width is taken in angstroms. Figure 5 shows a plot of the
right-hand side of Eq. (14) versus argon pressure for our
sodium-argon data taken at 630 K. It can be seen that,
within experimental uncertainties, the data are indepen-
dent of Na density and that they can be fit by a straight
line whose slope yields k, "(Dz ) = (4.36+0.31)& 10
cm s '. In Table I we scale this result to 450 K and
compare it to other measured values. From an expression
similar to Eq. (14) for 1,(D & ), we also obtain
k, "(D~ ) =(5.19+0.36) X 10 cm s

As a further demonstration of this technique we have
measured sodium radiative decay rates ~ and absorption
equivalent widths, versus noble-gas pressure in Na-Xe and
Na-Ne mixtures. These results for the Dz line are also
shown in Fig. 5 ~ Broadening constants obtained from
these and similar data are also listed in Table I where it
can be seen that our results are in general agreement with
previous results although our xenon results seem to be
somewhat high. Our results are probably in best agree-
ment with those of Kielkopf, but the uncertainties of our
results are such that they should not be used to distin-
guish between the various published broadening rates. It
can also be seen from the table that broadening rates ob-
tained by different authors sometimes disagree by
amounts greater than combined error bars. Somewhat
more surprising is the disagreement between ratios of
broadening constants obtained using different perturbing
gases (see Table II). One would think that such ratios
should be relatively free of systematic errors. At present,
there is no explanation for these discrepancies other than
that unidentified sources of error must exist in some of
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It should be pointed out that, in general, our trapping
measurements probe a region of the line shape further
from line center than the earlier line-shape studies. Of
course, our radiation trapping studies are not true line-
shape studies at all, and the information we obtain is, in
some sense, an average over the entire line. However, we
are most sensitive to the part of the line where the optical
depth is approximately unity. This point, of course,
changes with gas pressure, but typically our broadening
rates are mostly determined by the line profile at detun-
ings of 1—50 GHz. The impact regime is defined by
Ace g&~d where ~d is the duration of a collision. For
alkali-metal —noble-gas broadening, ~d

' is typically 200
GHz. However, it is clear from the strong red asymmetry
that we observe in our 1000-Torr xenon equivalent width
absorption scans, that the quasistatic wings have some ef-
fect on our results, and this may be the main cause of the
small but unaccounted discrepancies that exist between
our results and those of other authors. These effects can-
not be large, however, since they should manifest them-
selves by deviations from the square-root dependence of
co on gas pressure (Fig. 4), and by deviations of the
linear dependence of I, on gas pressure (Fig. 5).

While determination of the broadening rates in our ex-
periment does not require knowledge of the Na density,
this information could be obtained from the ratios
Wg/co; i.e.,

n =(2.21X10 )[W~(Dz)/co ]
X [1+1.04[ Wx(D) )/Wg(D2)] J (15)

NOIBLE — GAS PRESSURE (Torr)

FICJ. 5. Plot of the Na D& line impact-regime collisional-
broadening rates I,(D2), vs noble-gas pressure. I,(D2) is ob-
tained from Eq. (14). The broadening constants, obtained from
the slopes of the least-squares straight line fits, are presented in

Table I.

the experiments.
Because of these discrepancies in ratios of broadening

rates, and in particular because of our very high value for
k, '/k, ", we carried out one set of measurements of W~
and co with fixed cell and reservoir temperatures, and
20—1000 Torr of either argon, neon, or xenon. Since
these measurements were carried out on the same day and
with all temperatures fixed, and since the xenon, argon
and neon measurements were interwoven to avoid sys-
tematic effects, they should provide a sensitive test of the
relative broadening rates. These results are given in
parentheses in Table II. It can be seen that these values
are more in line with the results of other experiments.
Despite being based on a smaller number of points than
the overall ratios, we believe these ratios in parentheses
are the more accurate due to the canceling of systematic
errors. We also report in Table II ratios of broadening
rates derived solely from absorption equivalent widths
measured during this final data run. These values agree
well with those obtained from Eq. (14) and the equivalent
D& expression, verifying that the radiation trapping tech-
nique does not by itself introduce any serious systematic
errors in these ratios of broadening rates.

for our cell dimensions and temperature. Values of n ob-
tained from this expression were self-consistent and agree
with values from the Nesmayanov vapor pressure formula
to within —20%.

Obviously we do not expect that this type of radiation
trapping measurement will replace detailed line-shape
studies. However, it does provide a quick and inexpensive
method of measuring line broadening rates when no
quenching takes place and when only 5—10% accuracy is
required. Note that in the present experiment, tempera-
ture changes upon addition to the cell of foreign gas were
fairly small (a few 'C). However, this technique is im-
mune to much larger temperature changes (that signifi-
cantly alter the alkali-metal density) which sometimes
plague line-shape studies. This is because the product
W~co is independent of alkali-metal density, so long as
W~ and co are recorded under identical conditions.
Conversely, the ratio W~/cu can be used to track the
alkali-metal density under such conditions. For example,
in our data run where neon, argon, and xenon were used
alternately to broaden the sodium lines, we found that
neon caused an -20% increase, argon an —10% in-

crease, and xenon no noticeable change in the sodium den-

sity. This is due to coupling of the side-arm reservoir
temperature to the much hotter cell temperature by the
gas, and to the fact that the thermal conductivity of neon
is large, that of argon intermediate, and that of xenon
quite small.

Recently, extensive theoretical and experimental studies
of radiation trapping in mercury vapor have been carried
out by Post' and Post et al. This thorough work con-
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TABLE I. Constants for broadening of the Na resonance lines by noble-gas perturbers (full width at half maximum) in units of
10 rads 'cm .

Results scaled to
450 K

Argon Expt.

Reference

This
work

11
12
13b

14
15

T (K)

630
475
450
450
410
360

k, (D&)

5.19+0.36
5.54+0.40
4.86+0.04
5.56+0.28
4.13+0.27
4.49+0.12

k, (D2)

4.36+0.31
4.54+0.40
4.45+0.11
4.22+0.21
4.11+0.26
4.14+0.14

k, (Di)

4.69+0.33'
5.45+0.40
4.86+0.04
5.56+0.28
4.25+0.28
4.80+0.13

k, (D2)

3.94+0.28'
4.47+0.40
4.45+0.11
4.22+ 0.21
4.23+0.27
4.43+0.14

k, (Di )/k, (D2)

1.19
1.22
1.09
1.32
1.00
1.08

Theory 35,36 450 4.96 4.28 4.96 4.28 1.16

Xenon Expt.
This
work

11
12
13
14
15

630
475
450
450
410
360

7.45+0.52
5.26+0.41
5.96+0.26
5.83+0.29
4.77 +0.31
5.54+0.16

6.78+0.47
4.64+0.47
5.73+0.19
4.94+0.25
4.85+0.32
5.07+0.16

6.73+0.47'
5.18+0.40
5.96+0.26
5.83+0.29
4.91+0.32
5.92+0.17

6.13+0.42'
4.57+0.46
5.73+0.19
4.94+0.25
4.99+0.33
5.42+0.17

1.10
1.13
1.04
1.18
0.98
1.09

Theory 35,36 4.50 7.14 5.86 7.14 5.86 1.22

Neon Expt.

Theory

This
work

11
12
13
14
15

35,36

630
475
450
450
410
360
450

2.04+0.22
2.82+0.20
1.91+0.05
2.79+0.14
2.17+0.14
1.86+0.06

2.98

2.40+0.23
2.88+0.20
2.13+0.35
2.53+0.13
2.26+0.15
2.04 +0.08

3.10

1.78+0.19'
2.76+0.20
1.91+0.05
2.79+0.14
2.25+0.15
2.03+0.07

2.98

2.10+0.20'
2.82+0.20
2.13+0.35
2.53+0.13
2.35+0.16
2.23+0.09

3.10

0.85
0.98
0.90
1.10
0.96
0.91
0.96

'The argon and xenon results have been scaled to 450 K using the observed T temperature dependence (Ref. 36). This result is in
agreement with the theoretical temperature dependence predicted for van der Waals broadening.
Published uncertainties have been revised to 5% (Ref. 37).

'The neon results have been scaled to 450 K using the observed T temperature dependence (Ref. 36). This results is intermediate
between the theoretical temperature dependence predicted for van der Waals broadening (T '), and that for hard-sphere broadening
( T0.5)

TABLE II. Ratios of broadening constants. Due to the different temperature dependences of the neon and argon broadening con-
stants, the ratios reported in columns 3 and 4 are valid only at 450 K.

Reference

This work
Equivalent width (this work)
McCartan and Farr (Ref. 11}
Kielkopf (Ref. 12)
Chatham et al. (Ref. 13)
Kachru et al. (Ref. 14)
Walkup et al. (Ref. 15)

k, '(Di)/k, '(D) )

1.44 (1.31)'
1.24
0.95
1.23
1.05
1.15
1.23

kc (D2 ) /kc "(D2 )

Experiment
1.56 (1.38)'

1.34
1.02
1.29
1.17
1.18
1.22

k, (Di )/k, (Di )

0.380 (0.325)'
0.382
0.506
0.393
0.502
0.529
0.423

kc (D2 ) /kc (D2 }

0.533 (0.449)'
0.509
0.631
0.479
0.600
0.556
0.503

Lwin et al. (Refs. 35 and 36) 1.44
Theory

1.37 0.601 0.724

'Numbers in parentheses represent broadening rate ratios taken on the same day, with all temperatures fixed, and with argon, xenon,
and neon data interwoven to avoid systematic effects.
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siders the effects of hyperfine structure and demonstrates
the important influence of incomplete frequency redistri-
bution under certain conditions. This latter effect was
previously considered in some detail by Payne et al. We
consider our present work to be complementary to the
work of Post et al. In our experiment, we have en-
deavored to study radiation trapping in the simplest possi-
ble environment where natural broadening can be neglect-
ed, where the broadening and collisional excitation
transfer rates are well known, and where the ground state
atom density is uniform over a nearly ideal geometry.
Post et al. carried out their experiments in a discharge
where nonuniform absorbing atom densities and tempera-
tures and the complications of charged particles had to be
sorted out. The good agreement found between measured
and calculated decay rates under their conditions demon-
strates that their theoretical formulation of the radiation
trapping problem with incomplete redistribution is funda-
mentally correct. The analytic expressions for the effec-
tive radiative rate developed by Post contain fewer ap-
proximations than Holstein's formulation and thus are not
as simple or easy to use as the Holstein expressions. How-
ever, we note that the expressions of Post agree with those
of Holstein ' and van Trigt ' in the limit of complete
redistribution and a line with only one hyperfine structure
component. Streater et a/. ' have also recently
developed a theory of trapping including incomplete redis-
tribution, which improves upon previous work by correct-
ly accounting for the instantaneous nature of Rayleigh
scattering. This difference between the Streater and Post
theories will only manifest itself on a time scale-compar-
able to or smaller than the natural lifetime, " and thus
while it is important in many applications, it would not be
observable in experiments such as those presented here or
in Refs. 19 and 20. We should finally note that in com-
paring the Holstein theory to experiment in the natural
broadening limit, it is not justified to simply add I „,, to
1, in Eq. (4). Since 1 „„does not redistribute the photon
frequency, and Rayleigh scattering produced by the natur-
al wings is effectively instantaneous, a more accurate ap-
proximation is simply to ignore natural broadening and
use whichever of the Doppler or pressure broadening for-
mulas [(3) or (4)] as yields the largest value for 1,ff. We
have shown here and in Ref. 10 that this empirical ap-

proach yields accurate values for I,ff as long as the densi-
ty range where natural broadening dominates the trapping
problem is not too large. The criteria for determining
where natural broadening can be ignored has been dis-
cussed at length by Payne et al. However, in the case
where natural broadening cannot be ignored, the theoreti-
cal development of Post' and Streater et al. ' appears
to accurately handle the trapping problem, allowing calcu-
lation of fundamental-mode decay rates.

IV. CONCLUSIONS

In summary, we have tested the Holstein theory of radi-
ation trapping for resonance lines broadened by foreign
gas (van der Waals broadening). The results show that the
theory yields accurate values for effective radiative decay
rates when the validity criteria of the theory are satisfied,
and thus enables experimenters to calculate I,ff quickly
and accurately under a wide range of experimental condi-
tions. This is especially important to those who wish to
use cw laser techniques to determine rate coefficients for
collision processes that compete with radiative decay.

We have also demonstrated that confirmation of the
Holstein theory al1ows a simple technique for measuring
impact-regime pressure broadening rates with reasonable
accuracy. This technique is valid only for resonance lines
and in the absence of quenching collisions. However,
fine-structure mixing is handled by the technique and
broadening rates for individual fine-structure levels are
obtained.
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